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Preface 

Bernhard Riemann 1866) was one of the greatest mathematicians of 
the modern era. He aimed very deliberately at Hew ways of thinking about 
existing problems and concepts in mathematics, often with startling success. 
Looking for a quantitative way to support the assertion that he influenced 
twentieth century mathematics more than his contemporaries, I turned to 
the collection 'Development of Mathematics 1900-1950', edited by J-P. Pier. 
Riemann is mentioned in the index as many times as Gauss, Cauchy, Weier­
strass and Dedekind combined. 

Over the years, I have often talked to mathematicians and students who 
would like to read Riemann's papers, but find this difficult or time-consuming 
in the original German. This is the audience I had in mind in organizing the 
present volume. A few of the papers have been translated before, but the 
translations in this book are all new. 

Riemann was fortunate enough to attend the lectures (on the least squares 
method) of the legendary C.F. Gauss (1777-1855) as a young student in 
Gottingen. He came to idolize Gauss later, but in 1847 he traveled to Berlin 
for greater stimulus. There he attended the lectures, and took part in the 
discussions, of C.G.J. Jacobi (1804-1851) and P.G.L. Dirichlet (1805-1859). 
Both these scholars became important influences on Riemann. He cited Ja­
cobi's great memoir 'Fundamenta nova theoriae functionum ellipticarum' in 
many places in his own work, and it suggested possibilities to him that went 
well beyond Jacobi's beautiful calculations. Dirichlet, on the other hand, 
liked to take an abstract approach to each topic, and Riemann much pre­
ferred this way of attacking problems. Dirichlet was also an enthusiastic 
proponent of mathematical models of physical problems, and Riemann was 
to carry Dirichlet's approach further in both his writings and his lectures. 
Returning to Gottingen, he also became fired with enthusiasm for experi­
mental physics and the construction of theoretical explanations for the new 
phenomena that were being observed. Here his great mentor was Wilhelm 
Weber (1804-1891). 

As a young researcher, Riemann was drawn in many directions. However, 
his doctoral thesis of 1851 on the foundations of the theory of functions of 
a complex variable took on great importance in suggesting to him several 
further lines of research that needed to be carried through. The thesis also 
became a watershed in the subject, and in 1951 was celebrated with a cen­
tennial conference. There were many inspired ideas in the thesis. Riemann 
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surfaces appear there for the first time. Analytic functions are viewed as 
conformal mappings, and the Riemann mapping theorem is proposed and 
given a proof, albeit unsatisfactory. Riemann's researches later in the 1850s 
on hypergeometric functions, Abelian functions and the Riemann zeta func­
tion demonstrate his commitment to complex function theory as a tool of 
exploration. Yet Dieudonne (1985) writes of Riemann's great paper VI on 
Abelian functions as an 'epoch' in algebraic geometry. It took a very long 
time before all the mathematical ideas in this paper fully bore fruit. Even 
a brilliant contemporary such as A. Clebsch (1833-1872) felt somewhat de­
feated by Riemann's memoir, although Clebsch took up the potent idea of 
genus of an algebraic curve from it. The paper VII on the Riemann zeta 
function, treasured by number theorists as a gem, is the source of the most 
famous unsolved problem in mathematics, the 'Riemann hypothesis'. 

Simply in preparing for his habilitation in 1854, Riemann wrote two works 
of genius-his habilitation thesis on trigonometric series, and his 'trial lec­
ture' on the foundations of geometry. The methods in the thesis can still 
be found intact in modern works such as Zygmund's 'Trigonometric Series'. 
The trial lecture became the inspiration for a new era in differential geometry, 
and Einstein's theory of general relativity is its (not very indirect) descen­
dant. Yet Riemann never published either the thesis or the trial lecture-this 
was left to his friend and colleague Richard Dedekind (1831-1916) after Rie­
mann's death. In 1854, these works simply qualified Riemann to be a poorly 
paid instructor at Gottingen. 

It is hard to believe, yet while working on these wonderful ideas, Riemann 
still had a great deal of time to think about problems of physics. Of the 
nine papers that he published during his lifetime, four are on problems of 
mathematical physics. (Riemann's total of publications up to 1866 is brought 
up to eleven by announcements of his papers on the hyper geometric functions 
and the propagation of sound waves.) Much of his writing on physics from 
the 1850s was not submitted for publication. 

It is difficult to guess the directions in which Riemann might later have 
focused his extraordinary abilities. He succeeded Dirichlet as professor at 
Gottingen in 1859, but his health deteriorated from 1862 onwards. He re­
mained dedicated to scholarship to the last; this touching story is told here 
in an essay by Dedekind. Among his contemporaries, Dedekind was the one 
who most fully appreciated Riemann's mathematics. 

After Riemann died in Italy in 1866, Dedekind and others oversaw the 
publication of seven posthumous papers. The early death of Clebsch delayed 



v 

the appearance of the collected works, but eventually Heinrich Weber (1842-
W13) was able to send the first edition to the press in 1876. Weber was ably 
assisted by Dedekind and by H.A. Schwarz (1848-1921). A dozen papers 

the first edition were assembled by poring over Riemann's Nachlass, the 
[nass of materials left behind at his death. The 1892 edition, which is the 
source for the present translations, contained some modest additions and 
corrections, and its numbering I-XXXI of the papers is preserved here for 
the reader's convenience. However, I omitted three non-mathematical items: 
XVIII, 'The mechanism of the ear', and two fragments on philosophy that 
can be found on pages 509-525 of Weber (1892). 

Footnotes in the text of the papers are mostly Riemann's. However, some 
footnotes making Riemann's references to the literature more precise were 
added by Weber. These are indicated by a W. 

There is far more in Riemann's work than anyone person can comprehend 
if the influence of the papers is to be properly considered. Nevertheless, I 
provide notes at the end of the book containing basic information about each 
paper and suggestions for further reading. 

A natural next step would be the book of Laugwitz (1999), which gives 
11 unified account of Riemann as a mathematician and natural philosopher. 
Riemann also had a very important role as teacher and expositor through 
the revision and publication of his lectures by Hattendorff, Stahl and others. 

Readers who would like to suggest corrections or alternative readings 
within the papers, or additional remarks for the notes, should send these to 
baker@math.byu.edu. I will maintain a web page that takes these suggestions 
into account, at http://www.math.byu.edu/rvbaker/Riemann/index.htm 

During the final stages of the preparation of this book, Henry Orde, one 
of my fellow translators, died in Kent, England. Henry was born in 1922. He 
Aerved in the British armed forces throughout the second world war, and then 
!ilt.udied mathematics at Cambridge. After working for a firm of merchants in 
Malaya for several years, he joined the nascent computer industry in England. 
A heart attack forced him into retirement at age 50, and he was then able to 
d(~vote his energies to pure mathematics, book collecting and music. Number 
theorists will recall that he gave an elementary proof of the class number 
formula for quadratic fields with negative discriminant. See Orde (1978). 

Roger Baker 
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Riemann, Collected Papers 

I. 

Foundations for a general theory of functions of a complex 
variable. 

(Inaugural dissertation, Gottingen 1851; second printing (unchanged), 
Gottingen 1867.) 

1. 

Denote by z a variable that can take successively all possible real values. 
When there is a unique value of the variable w corresponding to each z, we 
lay that w is a function of z. If w varies continuously when z runs contin­
Uously over all values between two given points, we say that the function is 
continuous in this interval. 

This definition clearly enforces no law between individual values of the 
function. For when the function is specified in a certain interval, the method 
of continuing it outside the interval remains entirely arbitrary. 

The dependence of the quantity w on z can be expressed by a mathemat­
klallaw, so that definite operations at each value of z yield the corresponding 
II. The possibility of a single law of dependence for all values of z in a given 
IDterval was formerly ascribed only to a certain class of functions (functiones 
GOntinuae in Euler's terminology). More recent researches have shown, how­

"ever, that there are analytic expressions that represent each continuous func­
·tIon on a given interval. Hence it is one and the same thing to say that w 
depends on z in some arbitrary given manner; or that w is given by definite 

. operations. Both notions are equivalent, in view of the results mentioned. 
This is not the case, however, if z is not restricted to real values, but 

wries over complex numbers of the form x + yi (where i = .J=I). 
Let 

x + yi, x + yi + dx + dyi 

two values of the quantity z with an infinitely small difference, and let 

u+vi, u+vi+du+dvi 

.. the corresponding values of w. If the dependence of w on z is defined 
abltrarily, the ratio 

du + dvi 
dx + dyi 

1 



1. Foundations for a general theory of fUllctions of a complex variable. 

varies, generally speaking, according to the values of d:r and dy. Indeed, let 
d:r + ; then 

d'iL + dv'i 

d:r + dyi 

In whatever way w is determined from z by a combination of simple op­
erations, the value of the derivative ~~ will always be independent1 of the 
particular value of the differential dz. Obviously we cannot obtain arbitrary 
dependence of complex w on complex z in this way. 

The above characteristic, common to all functions obtained via any op­
erations, will be fundamental to the following investigation, where such a 
function will be treated independently of its expression. Without proving 
the general sufficiency and validity of the definition of dependence via oper­
ations, we take the following definition as starting point. 

A complex variable w is said to be a function of another complex variable 
z, if w varies with z in such a way that the value of the derivative ~~ is 
independent of the value of the differential dz. 

2. 

Both quantities z and w will be treated as variables that can take every 
complex value. It is significantly easier to visualize variation over a connected 
two-dimensional domain, if we link it to a spatial viewpoint. 

We represent each value :r + yi of the quantity z by a point 0 of the 
plane A having rectangular coordinates x, y; and every value 'iL + vi of the 
quantity w by a point Q of the plane B, having rectangular coordinates 'iL, v. 
Dependence of w on z is then represented by the dependence of the position 
of Q on the position of O. When w corresponds to z in a way that varies 

IThis assertion is obviously justified in all the cases where one can obtain from the 
expression of w in terms of z, using the rules of differentiation, an expression for ~~ in 
terms of z. The rigorous general validity of the assertion is left aside for now. 

2 
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continuously with z, or in other words when u, v are continuous functions of 
l/, then to every point of the plane A corresponds a point of the plane B; 

generally speaking, to every line corresponds a line, and to every connected 
of surface there is a corresponding connected piece of surface. Thus we 

can think of this dependency of w on z as a mapping of the plane A on the 
plane B. 

3. 

We now investigate the properties that this mapping has when w is a 
function of z, that is, when dw/dz is independent of z. 

We denote by a a general point of the plane A in the neighborhood of 
0, and the image of a in the plane B by q. F\lrther let x + yi + dx + dyi 
fmd u + vi + du + dvi be the values of z and w at these points. We may 
view dx, dy and du, dv as rectangular coordinates of the points a and q with 
I'(lSpect to the points 0 and Q taken as origins. If we write dx + dyi = Ee<Pi 

tlnd du + dvi = rye'I/Ji , then the quantities E, ¢, r7, 'ljJ become polar coordinates 
of these points relative to these origins. Now let 0' and a" be any two points 
infinitely close to O. For quantities depending on 0', a", we use the above 
notations with appropriate accents. By hypothesis, 

Consequently 

and so 

du' + dv'i 

dx' + dy'i 

du" + dv"i 

dx" + dy" i . 

du' + dv'i =!L e('I/J/~'I/J")i = dx' + dy'i 
du" + dv"i ry" dx" + dy"i 

ry' 

ry" 

, 
= ~ eW~<p")i 

E" 

'ljJ' - 'ljJ" = ¢' - ¢". 

That is, in the triangles 0'00" and q' Qq" the angles 0'00", q' Qq" are equal, 
imd the corresponding sides are proportional. 

This yields the similarity of two corresponding infinitely small triangles; 
and consequently, in general, similarity of the smallest parts of the plane A 
nnd their images on the plane B. An exception to this result occurs only 

3 



I. Foundations for a general theory of functions of a complex variable. 

in the special case where the corresponding variations of the quantities z 
and ware not in finite ratio. We tacitly excluded this exception from our 
deduction. 2 

4. 

If we write the differential quotient :!~;! in the form 

( au + av i) dx + (av - au i) dyi ax ax ay ay 
dx + dyi 

it is plain that it will have the same value for any two values of dx and dy, 
exactly when 

8u 8v 
8x 8y 

Hence this condition is necessary and sufficient for w = u + vi to be a 
function of z = x + yi. For the individual terms of the function, we deduce 
the following: 

82u 82u 82v 82v 
8x2 + 8y2 = 0, 8x2 + 8y2 = O. 

This equation is the basis for the investigation of the properties of the indi­
vidual terms of such a function. We give the proof of the most important 
of these properties before undertaking a deeper treatment of the complete 
function. However, we first establish some points concerning more general 
matters, in order to smooth the ground of the investigation. 

5. 

For the following treatment we permit x, y to vary only over a finite 
region. The position of the point 0 is no longer considered as being in the 
plane A, but in a surface T spread out over the plane. We choose this wording 
since it is inoffensive to speak of one surface lying on another, to leave open 
the possibility that the position of 0 can extend more than once over a given 
part of the plane. However, in such a case we suppose that the portions of 

20n this subject, see: 'General solution of the problem of mapping the portions of 
a surface so that the image is similar to the original in the smallest parts', C.F. Gauss. 
(Response to the 1822 prize question proposed by the Royal Society of Sciences in Copen­
hagen. Astronomische Abhandlungen, edited by Schumacher, vol. III, Altona 1825; Gauss, 
Collected works, vol. IV, p. 189.) 

4 
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surface lying upon one another do not connect along a line. Thus a folding 
of the surface, or a splitting of the surface into superimposed parts, does not 
occur. 

Now the number of pieces of surface superimposed in each part of the 
plane is completely determined, when we give the boundary of the region 
and its direction (that is, its inner and outer sides). A transit of these pieces 
can take different forms. 

Indeed, if we draw a line through the part of the plane covered by the 
surface, the number of superimposed surfaces only changes on crossing the 
boundary. Indeed, the number changes on moving from outside to inside by 
+ 1, in the opposite case by -1. Thus the number is determined everywhere. 
Along the edge of the line, each bordering portion of surface continues in a 
definite way, as long as the line does not meet the contour. For indeterminacy 
can only occur at an isolated point, and consequently occurs either at a point 
of the line itself, or at a finite distance from it. If we confine ourselves to 
part of the line £ in the interior of the surface, and both sides of it on a 
sufficiently narrow strip of surface, we may speak of definite bordering parts 
of the surface, whose number is equal on either side. Specifying a definite 
direction of the line, denote the parts of the surface on the left side by 
aI, ... ,an and those on the right by a~, . .. , a~. Each part a will continue 
into one of the parts a'. Indeed, this will in general be the same part along 
the length of the line £, except that for certain positions of £ it can change at 
one point. Suppose that above such a point a (that is, along the preceding 
part of £) the surface portions aI, ... ,an are connected respectively with the 
portions a~, ... , a~, while below a, aal' aa2' ... , aan connect respectively with 
ai, . .. ,a~. Here al, ... ,an is a permutation of 1, ... ,n. A point of al that 
moves into a~, above a, will pass to aUl if we go back to the left side below a. 
If a point moves around a from left to right, the index of the part of surface 
in which it lies takes successively the values 

In this sequence, as long as the term 1 does not recur, the terms are neces­
sarily distinct. For an arbitrary intermediate term ap, is necessarily preceded 
by Il, and in direct succession by all preceding terms up to 1. But when after 
a certain number of terms, say m, a number evidently less than n, the term 
1 reappears, the other terms must then recur in the same order. The point 
moving around a comes back after every m circuits into the same part of the 

5 
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surface and is restricted to m superimposed surface parts, that meet above 
a at a unique point. We call this point a branch point of order m - 1 of the 
surface Repeating the procedure, the n -m remaining surface parts, pro­
vided they are not isolated, divide into systems of ml, m2, ... surface parts. 
In this case, further branch points of orders ml - 1, m2 - 1, ... are located 
at a. 

When the position and direction of the boundary of T, and the position 
of the branch points, are given, then T is either completely determined, or 
restricted to one of a finite number of distinct forms. The latter occurs, in 
so far as these determining portions can lie on different parts of the super­
imposed surfaces. 

A variable which in general, that is after excluding isolated lines or 
points,3 takes a definite value at each point 0 of the surface T that varies 
continuously with position, can obviously be considered as a function of x, y. 
When we refer to functions of x, y in what follows, the term will always be 
employed in this fashion. 

Before passing to the treatment of such functions, we introduce some clar­
ifications on the connectivity of a surface. We restrict ourselves to surfaces 
that do not split apart along a line. 

6. 

We regard two parts of surface as connected, or belonging to a single 
piece, if from any point of one part to any point of the other, a line can be 
drawn interior to the surface. We regard two parts as separate, when this 
procedure is not possible. 

The study of the connectivity of a surface is based on its decomposi­
tion via transverse cuts, that is lines which cut through the interior from 
one boundary point simply (no point occurring multiply) to another bound­
ary point. The terminal point can lie in the part of the boundary thereby 
adjoined, and thus at an earlier point of the transverse cut. 

A connected surface that is split apart by each transverse cut, is said to 

3This restriction does not arise from the definition of a function, but is needed for the 
application of infinitesimal calculus to it. As an example of a function discontinuous at all 
points of a surface, take the function whose value is 1 for rational x and y, and otherwise 
is 2. We cannot apply to the function either differentiation or integration, and so cannot 
directly use infinitesimal calculus. The arbitrary restriction placed here on the surface T 
will be justified later (Section 15). 

6 
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simply connected; otherwise it is multiply connected. 

Theorem 1 A simply connected surface is divided 
into two simply connected pieces. 

each transverse cut ab 

Suppose that one of the pieces is not split apart by a transverse cut cd. 
There are three possible cases: neither of the endpoints c, d is situated on 
ab; only c is on ab; both are on abo Rejoining the surface respectively along 
the whole line ab; along the part cb; or along the part cd of the line, we 
obtain a connected surface that arises from a transverse cut of A, contrary 
to hypothesis. 

Theorem 2 Suppose that a surface T divides via nl transverse cuts4 ql 

into a system Tl of ml simply connected pieces, and via n2 transverse cuts 
'/2 into a system T2 of m2 pieces. Then n2 - m2 ::; nl - mI· 

Every line q2, not completely contained in the system of transverse cuts 
, yields together with the system of cuts ql one or several transverse cuts 

q~ of the surfaces T1 . As endpoints of the transverse cuts q;, we have: 

1) The 2n2 endpoints of the transverse cuts q2, except for those whose 
endpoints meet part of the system of lines ql' 

2) Every intermediate point of a transverse cut q2, at which this cut 
meets an intermediate point of a line ql, except for the case where the point 

already on another line of Ql, that is, when an end of a cut Ql coincides 
with this point. 

Denote now by I-l the number of times that lines of both systems join or 
"'tlparate (where in consequence an isolated common point is to be counted 
twice); by 1/1, the number of times an end part of a line Ql coincides with 
n.n intermediate part of a line Q2; by 1/2, the number of times an end part 

a line Q2 coincides with an intermediate part of a line Ql; and finally, by 
the number of times an end portion of a line Ql coincides with an end 

part of a line Q2. Then case 1) yields 2n2 - 1/2 - 1/3 endpoints, case 2) yields 
ii, 1/1 endpoints, of the transverse cuts Q;. Both cases taken together yield 
nIl endpoints, each one only once. The number of these transverse cuts is 

4By a decomposition through several transverse cuts we understand a successive de­
l'(.lHlposition. That is, the surface obtained by one transverse cut is decomposed further 

It new transverse cut. 

7 



I. Foundations for a general theory of functions of a complex variable. 

thus 
2n2 - V2 - V3 + J-l - VI 

2 = n2 + s. 

In an entirely analogous way we conclude that the number of transverse 
cuts q~ of the surface T2, formed by the lines ql, is 

Now the surface TI will obviously be transformed by the n2 + s transverse 
cuts q~ into the same surface obtained from T2 by the nl + s transverse 
cuts q~. But TI comprises ml simply connected pieces and consequently, by 
Theorem 1, is decomposed by n2 + s transverse cuts into ml + n2 + s pieces. 
Consequently, if m2 < ml + n2 - nl, the number of pieces of the surface T2 
would be increased by more than nl + s by the effect of nl + s transverse 
cuts, which is absurd. 

As a consequence of this theorem, if the indeterminate number of trans­
verse cuts is denoted by n, and the number of pieces by m, then n - m is 
constant for all divisions of the surface into simply connected pieces. For 
consider any two divisions, by nl transverse cuts into ml pieces and by n2 
cuts into m2 pieces. Since the first set of pieces are simply connected, we 
have 

Since the second set are simply connected, we have 

and since both inequalities hold, we have n2 - m2 = nl - mI· 
This number can properly be designated the 'connectivity' of a surface. 

By definition, it will be diminished by 1 by a transverse cut. It will be 
unchanged by the effect of a simple cut, starting from a point of the interior 
and ending either at a point of the boundary, or at a point of a previous cut. 
It will be increased by 1, by a simple cut in the interior of the surface with 
two endpoints. For in the first case, the cut becomes a transverse cut, if we 
make a new transverse cut. In the latter case, two new transverse cuts are 
needed. 

Finally the connectivity of one surface formed from several pieces is ob­
tained by adding the connectivities of these pieces. 

8 
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In the following, we usually restrict ourselves to surfaces that have only 
one piece, and for their connectedness we simply speak of simple, double, 
and so on. Here we understand, by an n-fold connected surface, a surface 
that can be decomposed by n - 1 transverse cuts into one that is simply 
connected. 

As to the dependence of the connectedness of the boundary on the con­
nectedness of the surface, it is clear that: 

1) the boundary of a simply connected surface necessarily comprises a 
single closed line. 

Suppose the boundary comprised two separate pieces. A transverse cut q 
that joins a point of one piece a to a point of another piece b, merely divides 
connected parts of the surface from each other. For one can form a line 
interior to the surface along a, starting from one side of the transverse cut q 

and ending on the opposite side. So q does not split the surface, contrary to 
hypothesis. 

2) Each transverse cut either decreases by 1, or increases by 1, the number 
of pieces of the boundary. 

For a transverse cut q there are three cases: Either q joins a point of 
one piece of the boundary a, to a point of another piece b. In this case, all 
these lines taken in the sequence a, q, b, q form a single closed piece of the 
boundary. Or, q joins two points of a single piece of the boundary. In this 
case the boundary falls into two pieces via the two endpoints, each of which, 
taken together with the transverse cut, gives a closed piece of the boundary. 

Or finally, q ends at one of its own preceding points. In this case q can 
be considered as comprising a closed line 0 and a line .e joining a point of 0 

to a point of a boundary piece a. In this case 0 on the one hand, and a,.e, o,.e 
on the other hand, are closed paths each forming a piece of the boundary. 

Instead of two boundary pieces we obtain one, in the first case; and two 
instead of one, in the last two cases. This yields our theorem. 

The number of pieces comprising the boundary of an n-fold connected 
portion of surface, is thus either n, or less than n by an even number. 

From this we obtain a corollary: 

If the number of boundary pieces of an n-fold connected surface is n, 
the surface is split into two separate parts by every simple closed cut in its 
Interior. 

For the connectivity is not altered by this cut and the number of boundary 

9 
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pieces is increased by 2. Consequently, if the new surface were connected, it 
would be n-tuply connected with n + 2 boundary pieces, which is impossible. 

7. 

Let X and Y be two functions of x, y continuous at all points of the 
surface T spread out over A. With the surface integral extended over all 
elements dT of this surface, we have 

j (~~ + ~:) dT = - j(X cos~ + Y cos7])ds. 

Here, at each point of the boundary, ~ denotes the inclination of the interior 
normal to the x-axis, and 7] denotes its inclination to the y-axis, On the right 
side, the integral extends over all elements ds of the boundary line. 

In order to transform the integral J ~~ dT, we divide the part of the plane 
A covered by T into strips, via a system of lines parallel to the x axis, in 
such a way that each branch point of T falls on one of these lines. With this 
assumption, each part of T corresponding to one of these strips is formed of 
one or more separate trapezoidal pieces. The contribution to J ~~ dT of one 
of these surface strips, cutting off an element dy of the y axis, will obviously 
be JOX 

dy ax dx. 

Here the integration is taken over the (one or more) straight lines belonging to 
the surface T that fall on a normal issuing from some point of this element 
dy. Now let the lower endpoints of these lines be 0 1 , O2 , 0 3 , . '" (that is, 
corresponding to the smallest value of x); the upper points 0(1),0(2),0(3), ' , " 

and denote by Xl, X 2, ... ,X(1), X(2), ... the values of X at these points. Let 
ds l , ds2, ' .. ,ds(1), dS(2), . ,. be the corresponding elements cut off from the 
boundary of the surface strips, and ~l' 6, .. , ,~(l), ~(2), . , . the values of ~ at 
these elements. Then 

j ~~ dx = -Xl - X 2 - X3 ' , , + X(1) + X(2) + X(3) . , , . 

The angles ~ are evidently acute at the lower endpoints, obtuse at the upper 
endpoints; consequently 

dy = cos6dsl = cos6ds2 = 
, , , = - cos ~(l) dS(l) = - cos ~(2) dS(2) .... 

10 
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Substituting these values yields 

JOX 
dy -, -. dx = - '" X cos ~ 

o;r L.. 

summation extending over all boundary elements whose projection onto 
y-axis is dy. 
By integration over all the elements dy that occur, it is clear that all 

~'llements of the surface T and all elements of the boundary will be exhausted. 
Accordingly we obtain, with the integration taken over the perimeter, 

By entirely analogous reasoning, we obtain 

J ~: dT = - J Y cos rJ ds 

that 

J (~~ + ~:) dT = - J (X cos~ + Y cosr/)ds, 

we wished to prove. 

8. 

On the boundary line, we denote by s the distance of a general point 
from a fixed initial point, in a direction to be fixed below. On the normal 

Ill, 0 0 , let p denote the distance of an indeterminate point 0 from 0 0 ; the 
dhstance is taken to be positive for interior points of the normal. The values 
ll{ :r and y at the point 0 can clearly be considered as functions of sand p. 
At the points of the boundary line we then have the partial derivatives 

ax oy ax ay 
ap = cos ~, ap = cos rJ, as = ± cos rJ, as = =f cos ~ . 

Here we take the upper sign if the direction in which s increases makes the 
!1Ume angle with p as the x-axis with the y-axis. In the opposite case, we 
Illke the lower sign. We take the direction of increasing s throughout the 
boundary in such a way that 

ax 
as 

oy oy ax 
and so - = --. op' as op 

11 
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This does not essentially restrict the generality of our results. 
Obviously we can extend this rule to lines interior to T. Here, in deter-

mining the signs of and if their mutual dependence is as 
we Inust still indicate how to fix the sign of dp or of ds. For a closed line, we 
shall indicate one of the two parts into which it cuts the surface, and take 
the line as its boundary, which determines the sign of dp. For a line that is 
not closed, we indicate instead the origin of the line, that is, the endpoint 
where s takes the least value. 

Substituting the values obtained for cos t, and cos'Tl into the equation 
proved in the previous section, with the domains of integration as before, we 
have 

-+- dT=- X-+Y- ds J (aX ay) J (ax ay) 
ax ay ap ap 

= J (x ay - Y ax) ds. as as 

9. 

We apply the result at the end of the previous section to the case where, 
throughout the surface, 

ax ay 
ax + ay = o. 

This yields the following theorems. 

I. Let X and Y be two functions finite and continuous throughout T 
satisfying 

ax ay 
ax + ay = o. 

Then, integrating over the entire boundary of T, 

J ( ax ay) x ap + Y ap ds = o. 

Consider an arbitrary surface Tl spread over A and divide it in arbitrary 
fashion into two pieces T2 , T3 . The integral 

12 
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over the boundary of T2 can be regarded as the difference between the in­
tegrals over the boundaries of Tl and T3. For where T3 borders Tl the two 
integrals cancel out; every other element corresponds to an element of the 
boundary of T2 . 

Using this transformation, we deduce from I: 

II. The value of the integral 

J (X ax + y ay) ds 
ap ap 

taken over the boundary of a surface spread over A, remains constant when 
the surface is increased or diminished in size in a manner that does not cross 
any part of the surface where the hypotheses of Theorem I are violated. 

When the functions X, Y satisfy the above differential equation through­
out the surface T, but have discontinuities at isolated lines or points, we 
can surround each of these lines or points with an arbitrarily small region of 
surface. Applying Theorem II, we obtain: 

III. The integral 

J (X ax + Y ay) ds 
ap ap 

over the boundary of T is equal to the sum of the integrals 

J (X ax + Y ay) ds 
ap ap 

taken around all discontinuities. The contribution to the integral from each 
discontinuity is constant, however narrow the boundary that encloses it. 

The contribution from a point of discontinuity is necessarily zero if, p 
denoting distance of 0 from the discontinuity, pX and pY become infinitely 
small with p. Take such a point, as origin, and an arbitrary direction as 
initial line, for polar coordinates p, ¢; choose as the boundary curve a circle 
of radius p and center at this point. Then the integral in question is expressed 
by 

1211" (ax ay) 
o X ap + Y ap p d¢. 

This cannot take a nonzero value X, since whatever the value of X, we can 

taken p so small that the absolute value of (X ~; + Y ~) P is smaller than 

13 



1. Foundations for a general theory of functions of a complex variable. 

for every cp, giving 

IV. Suppose that for a simply connected surface spread over A, we have 

when we integrate around an arbitrary part of the surface; or 

J (y ax - x Oy) ds = O. 
as as 

Then this integral, taken between any two fixed points 0 0 and 0, has the 
same value for any line from 0 0 to O. 

Any two paths Sl and 82 joining 0 0 to 0, taken together, form a closed 
line 83. Either this line itself passes through no point more than once, or 
one can divide it into several simple closed lines as follows. Start from an 
arbitrary point and describe the contour. Each time we meet a point already 
traversed, separate off the intermediate part, and consider the following part 
as the immediate extension of the preceding portion of the curve. Each such 
line divides the surface into a simply connected piece and a doubly connected 
piece, and forms the entire boundary of one of these pieces. The integral 

corresponding to the simply connected piece will be 0 by hypothesis. Conse­
quently the same property holds for this integral taken over the whole path 
83, with the quantity 8 treated as increasing in the same direction through­
out. It follows that the integrals along the lines 81 and 82 cancel out, if there 
is no change in this direction; that is, one line passes from 0 0 to 0 and the 
other from 0 to 0 0 • If we alter the sense of the latter integral, they become 
equal. 

Consider any surface T in which, generally speaking, 

14 
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We remove the discontinuities if necessary, so that for any portion of the 
remaining pieces of the surface 

J ( o:r; Oy) 
Y os - X os ds = 0, 

Iwd reduce the remaining surface via transverse cuts to a simply connected 
/Surface T*. For each path in the interior of T*, from a point 00 to another 
point 0, the above integral has the same value, which for brevity we denote 
by 

i~ (Y ~: - X ~~) ds. 

The integral, where 00 is fixed and 0 is arbitrary, is independent for each 
o of the path joining the points; so it can be treated as a function of x, y. 
The variation of this function when 0 moves along an arbitrary line element 
ds is 

( y ox _ X Oy) ds. 
oy os ' 

this is continuous everywhere in T* and equal on both sides of a transverse 
(mt of T. 

v. The integral 

z = fO (Y ox _ X Oy) ds 
loo os os 

dIUS represents for fixed 00 a function of x, y continuous throughout T*, but 
varies by a constant on crossing anywhere along a transverse cut of T from 
nne branch point to another. The function has partial derivatives 

oZ =y 
ox ' 

oZ =-X oy . 

The variations on crossing transverse cuts depend on certain quantities, 
iUdependent of each other, equal in number to the number of transverse cuts. 
Hn· when one runs over the system of transverse cuts in a retrograde sense­
the later parts first-this variation is everywhere determined if its value at 
the start of each cut is known. However, the latter values are independent 
(If each other. 
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10. 

For the functions so far denoted by X and take 

a , a u ,u 
u--u -, u---

ax ox oy 

respectively. Then 

au 

oy 

oX oY _ (02U' 02U') _ ' (02U 02u) 
ox + oy - u ox2 + oy2 U ox2 + oy2 . 

Thus if u, u' satisfy the equations 

02U 02,U 02U' 02U' 
ox2 + oy2 = 0, ox2 + oy2 = 0, 

we have 
oX oY 
ox + oy = O. 

We can apply the results of the previous section to 

J ( OX Oy) 
X op + Y op ds, 

which is equal to 

J (u ~~ - u' ~~ ) ds. 

Suppose now that u and its first order partial derivatives never have dis­
continuities along a line. Suppose further that at each point of discontinuity, 
p denoting distance from 0 to the discontinuity, p ~~ and p ~~ become in­
finitely small with p. According to the remark on III of the previous section, 
the discontinuities of u can be disregarded. 

For, given a straight line from one of these discontinuities, take a value 
R of p such that 

ou ou ox ou oy 
p op = p ox op + P oy op 

remains finite for p < R. Let U = U for p = R, let M be the largest 
absolute value of p ~~ in the interval of the line with 0 < p < R. Then, again 
disregarding sign, 

u - U < M(logp -log R), 
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that p( u - U), and indeed pu, become infinitely small with p. By hy-
pothesis, this holds also for p ~~, p ~~. Consequently, if does not become 

the same holds for 

( 
8u' 

p u-
8x 

80 that the case considered in the previous paragraph applies here. 
Suppose now that the surface T formed from the positions of 0 is simple 

wherever it covers A. Take an arbitrary fixed point 0 0 of T where u = Uo, 

= Xo, Y = Yo. The quantity 

122 "2 log((x - xo) + (y - Yo) ) = logr, 

(Considered as a function of x and y, has the property that 

8 2 log r 8 2 log r 
8x2 + 8y2 = 0 

I1nd has a discontinuity only for x = Xo, Y = Yo; and so in our case for only 
one point of the surface T. 

Consequently, from Section 9, III with u' = log r, the integral 

J ( 810g r I 8U) d 
'U - ogr- s 

8p 8p 

has the same value for the whole boundary of T as it does for an arbitrary 
circuit around the point 0 0 • Take for this circuit the circumference of a circle 
on which r is constant, and denote by ¢ the angle of a radius with endpoint 
0, measured from an arbitrary point of the circumference in some definite 
direction. The integral is 

(7f 810gr J 8u - J ° u 8r r d¢ - log r 8p ds 

which, since 

reduces to 
r27f 

- Jo ud¢. 
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This value becomes -uo2n for infinitely small T if u is continuous at 0 0 , 

Under the above hypotheses on u and T, then, we have, for an arbitrary 
point 0 0 interior to the surface, where ti is continuous, 

1 J (1 Olt OlogT) d Uo = - og T - - U s 
2n op op 

with the integral taken over the boundary; and 

1 127r 
Uo = - ud¢ 

2n 0 

with the integral taken over a circle around 0 0 , The first of these expressions 
yields the following 

Theorem Suppose that, in general, the function u satisfies 

inside a simple surface T spread over the plane A. Suppose further that 

1) the points where this differential equation is violated do not fill a region 
of the surface, 

2) the points in which u, ~~, ~~ are discontinuous do not fill any line, 

3) for each discontinuity the quantities p ~~, p ~~ become infinitely small 
along with the distance p of 0 from the discontinuity, and 

4) a discontinuity of u, that can be removed by modifying the value of u 
at isolated points, is excluded. 

Then u and all its partial derivatives are continuous and finite at all points 
interior to the surface. 

For consider 0 0 as a variable point. The only quantities that vary in the 
expression 

J (l OU OlogT) d 
OgT- -u S op op 

are log T, a~;r, a~r However, these quantities, along with their partial 
derivatives, are finite and continuous functions of xo, Yo at every point of 
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t.he boundary while 0 0 remains in the interior of T; the partial derivatives 
may be expressed as rational functions of these quantities, containing only 
powers of r in the denominator. The continuity property persists for the 
value of our integral and consequently for the function Uo. Now u, by the 
earlier hypotheses, can only differ in value from our integral at isolated points 
where u is discontinuous. This possibility is excluded by hypothesis 4) of our 
theorem. 

11. 

Under the hypotheses on u and T at the end of the previous paragraph, 
we have the following theorems: 

I. If u = 0 and ~~ = 0 along a line, then u = 0 everywhere. 

We show first of all that a line .A where u = 0 and ~~ = 0 cannot be the 
boundary of a region a of the surface, where u > o. 

For suppose that this did take place. From a take a piece bounded on 
one side by .A and on the other side by a circle; the center of the circle 0 0 

being excluded from this piece. This construction is always possible. With 
the integral taken over the boundary of this piece, and with r, ¢ denoting 
polar coordinates of 0 with respect to 0 0 , we have 

J 8u J 8logr 
log r 8p ds - u 8p ds = O. 

By hypothesis it follows that, with the integral taken only over the circle, 

J u d¢ + log r J ~; ds = O. 

Since J8u 
8p ds = 0, 

we obtain J ud¢=O, 

which is incompatible with the hypothesis that u> 0 in the interior of a. 
In a similar way we show that the equations u = 0 and ~~ = 0 cannot 

hold on the boundary line of a region of the surface b, where u is negative. 
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Suppose now that U and ~~ are 0 on a line in the surface T, and there is 
a region of T where u i= O. Clearly such a region is bounded either by this 
line or by a region of the surface where tL = O. Consequently, it is always 
bounded by a line where u and ~~ are 0, which leads necessarily to one of 
the hypotheses rejected above. 

II. If u and ~~ have given values along a line, then u is determined through­
out T. 

Let Ul and U2 be any two functions that satisfy the above conditions on 
u. These conditions also apply to the difference Ul - U2. Suppose that 'Ul, U2 

are identical, along with their first order partial derivatives with respect to 
p, on a line, but differ in some region of the surface. Then along this line 
Ul - U2 = 0 and :p (Ul - U2) = 0, while Ul - U2 is not 0 everywhere, contrary 
to Theorem I. 

III. If U is not a constant in T, then the points in T where U takes a 
constant value are necessarily lines which divide regions where U is larger 
from regions where U is smaller. 

This theorem is obtained by combining the following: 
U cannot have a minimum or maximum at an interior point of T; 
U cannot be a constant in just a part of T; 
the lines in which U = a cannot bound portions of the surface on both 

sides where u - a has the same sign. 
These are all propositions whose negation, as we readily see, would lead 

a violation of the equation 

1 127r 
Uo = - ud¢ 

27r 0 

or 

127r 
o (u - uo) d¢ = 0 

proved in the previous section. The negation is consequently impossible. 

12. 

We now turn back to the treatment of a complex variable w = u + vi 
which, generally speaking (that is, excluding isolated lines and points) has a 
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unique value for each point 0 of the surface T that varies continuously with 
position of O. Moreover we suppose that the equation 

au f)v 
f)x 8y 

8u 8u 
8y 8x 

hold except at the excluded values. As indicated earlier, we say that w is a 
function of z = x + iy. To simplify the following, we suppose that a function 
of z has no discontinuity that can be removed by changing its value at an 
isolated point. 

The surface T will at first be supposed to be simply connected, and to be 
I:lpread out simply over the plane A. 

Theorem Suppose that the set of discontinuities of the function w of z do 
not contain a line. Further suppose that at an arbitrary point 0' of the 
Burface, where z = z', (z - z')w becomes infinitely small as 0 tends to 0'. 
Then w, along with all its derivatives, is finite and continuous at all points 
interior to the surface. 

Let z - z' = pe</>i. The hypotheses on the variations of the quantity w 
have the following consequences for u and u. 

8u 8u 
1) - - - = 0 

8x 8y 
n:nd 

8u 8u 
2) - + - = 0 

8y 8x 
t.hroughout T; 

3) the functions u and v are not discontinuous along a line; 

4) for every point 0', the quantities pu and pv become infinitely small 
with the distance p of 0 from 0'; 

5) neither u nor v has discontinuities that can be removed by changing 
the value at an isolated point. 

As a consequence of the hypotheses 2), 3), 4), for any portion of the 
surface T we obtain 

J (u 8x - v 8Y ) ds = 0, 
8s 8s 
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the integral being taken over the boundary, from III, Section 9. Further the 
integral 

/
,0 (ax ,ay) u-·-u-

,00 as as 
(by IV, Section 9) has the same value along every line from 0 0 to 0, and 
for fixed 0 0 forms a continuous function U of x, y except for isolated points. 
Recalling 5), the partial derivatives satisfy ~~ = u and ~~ = -vat every 
point. By substituting these values for u and v, the hypotheses 1), 3), 4) 
become the conditions of the theorem at the end of Section 10. Accordingly 
the function U is finite and continuous, along with all its partial derivatives, 
at every point of T. Thus the same holds for the complex function w 
~~ - ~~ i, and its derivatives with respect to z. 

13. 

We now investigate what transpires when, retaining the other hypotheses 
of Section 12, we suppose that, for a specific point 0' interior to the surface, 

does not become infinitely small when 0 tends to 0'. In this case w becomes 
infinitely large when 0 tends to 0'. We suppose that, if the quantity w is not 
of order of magnitude 1., that is, their quotient does not have a finite bound, p 
then at least the order of the two quantities is in finite ratio. That is, there 
is a power of p whose product with w either becomes infinitely small with p, 
or remains finite. If /1 is the exponent of such a power and n is the smallest 
integer with n > /1, then the quantity (z - z,)nw = pn en¢iw becomes infinitely 
small with p. Now (z - z,)n-Iw is a function of z (since d~ ((z - z,)n-I w ) is 
independent of dz), This function satisfies, in this region of the surface, the 
hypotheses of Section 12, and consequently is finite and continuous at the 
point 0'. Denote its value 0' by an-I' Then (z - z,)n-I w - an-I is a func­
tion that is continuous at 0' and vanishes there, and consequently becomes 
infinitely small with p. By Section 12, (z - z,)n-2w - :~~~ is continuous at 
the point 0'. Continuing this procedure, it is obvious that on subtracting an 
expression of the form 

al a2 an-l --+ + ... + , z - z, (z - Z')2 (z - z,)n-l 

W becomes a function that remains finite and continuous at 0', 
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Accordingly, if we vary the hypotheses of Section 12, by permitting w to 
become infinitely large as 0 tends to a point 0' in the interior of then the 

of this infinite quantity, if finite, is necessarily an integer. (A quantity 
inversely proportional to the distance from 0 to 0' is considered to have 
urder 1.) If this integer is m, then on attaching to it a function containing 

arbitrary constants, w becomes a function continuous at 0'. 

Remark. We consider a function to contain one arbitrary constant, when the 
possible determinations of the constant comprise a continuous one-dimensional 

domain. 

14. 

The restrictions on the surface T of Sections 12 and 13 are not essential 
for the validity of the results obtained. Obviously one can surround each 
point interior to an arbitrary surface with a piece of the surface which has 
the properties assumed there. The only exception is the case where this point 
II'! a branch point of the surface. 

To investigate this case, consider the surface T, or an arbitrary piece of 
It, containing a branch point 0' of order n - 1, where z = z' = x' + y'i, and 
mapped by the function ( = (z - z')l/n onto another plane A. That is, we 
represent the value of the function ( = ~ + rli at the point 0 as a point 8 
of A with rectangular coordinates ~, rl, and treat 8 as the image of o. The 
Image of the region T obtained in this way is a connected surface spread over 
A, without a branch point at the image 8' of 0', as we now show. 

To fix ideas, draw a circle of radius R around the point 0 in the plane 
A and draw a diameter parallel to the x-axis, so that z - z' is real on this 
diameter. The piece of the surface T, around the branch point, cut off by 
this circle, is divided on both sides of this diameter into n separate pieces of 
Nemicircular form, provided R is sufficiently small. The surface portions on 
the side of the diameter where y - y' is positive will be denoted by aI, ... , an; 
those on the opposite side by a~, ... , a~. We suppose further that for negative 
values of z - z', aI, ... ,an are connected respectively to a~, ... , a~, while for 
positive values they are connected respectively to a~, a~, ... ,a~_l. Then a 
point 0', encircling the branch point in the appropriate direction, runs in 
:Sllccession over the surfaces aI, a~ , a2, a;, ... , an, a~ and from a~ back to al; 
this hypothesis is obviously permissible. We introduce polar coordinates on 
hoth planes, writing z - z' = pe1>i, ( = ae'I/Ji , and choose as the image of 
the surface portion al the value (z - z')l/n = pl/ne~i. Here we suppose 
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that 0 ::; ¢ ::; n. Then a ::; R1/n, 0 ::; 'IjJ ::; n I n for all points of al; its 
image in A lies in a sector from 'If) = 0 to '1/; = 21: of a circle around 8' of 

n 
radius Rl . Indeed, to point of al corresponds a point of this sector, 
varying continuously along with it, and vice versa. Thus the image of al 
is a connected surface spread out simply over this sector. Analogously, the 
images of a~, a2, ... ,a~ are respectively sectors from 'IjJ = ~ to 'IjJ = 2:, from 
'IjJ = 21f to 'IjJ = 31f, . .. , from 'IjJ = 2n-l n to '1/; = 2n. Here ¢ is successively to 

n n n 
run from n to 2n, from 2n to 3n, . . . from (2n - 1) n to 2n n for the points of 
these surfaces, which is possible in exactly one way. 

These sectors follow one another in the same manner as the surfaces a 
and a', in such a way that coincident points correspond to coincident points. 
The sectors can thus be joined together to give the connected image of a 
portion of T surrounding 0', and this image is obviously a surface spread 
out simply over the plane A. 

A variable that has a definite value for each point 0 likewise has a definite 
value for each point 8 and conversely, since each 0 corresponds to only one 
8 and each 8 to only one O. If the variable is a function of z, then it is 
a function of (. For if ~~ is independent of dz, then ~( is independent of 
d(, and conversely. We conclude that the results of Section 12 and 13 are 
applicable to all functions w of z at branch points 0', if they are treated as 
functions of (z - z')l/n. This yields the following result: 

If a function w of z becomes infinite as 0 tends to a branch point 0' of 
order n - 1, then this infinite quantity is necessarily of the same order as a 
power of the distance from 0 to 0' whose exponent is a multiple of~. If this 
exponent is _!I!, then on attaching an expression of the form 

n 

al a2 am ----,- + + ... + ----,--
(z - z')1/n (z - z')2/n (z - z')m/n' 

where aI, a2, ... ,am are arbitrary complex numbers, the function becomes 
continuous at 0'. 

This theorem has the corollary that the function w is continuous at 0' if 
(z - z')l/nw becomes infinitely small as 0 tends to 0'. 

15. 

Now consider a function of z with a definite value for each point of an 
arbitrary surface T spread over A, not everywhere constant. If we represent 
the value w = u + iv at 0 geometrically as a point Q of the plane B with 
rectangular coordinates u, v, we have the following consequence. 
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1. the totality of points Q can be considered as forming a surface S, in 
which each point corresponds to one point 0 in T that varies continuously 
with Q. 

To prove this, obviously we only need to show that the position of the 
point Q always changes along with that of 0 (and, generally speaking, 
changes continuously). This is contained in the following results: 

A function w = u + vi of z cannot be constant along a line, unless w is 
everywhere constant. 

Proof If w takes the constant value a + bi along a line, then u - a and 
8(~;a) = _ ~~ vanish not only on this line but everywhere, along with 

a2 (u - a) a2(u - a) 
ax2 + ay2 . 

By Section 11, I, u - a = O. Since 

au av 
ax ay 

we also have v - b = 0 everywhere, contrary to hypothesis. 

II. By the hypothesis made in I, two parts of S cannot be connected 
together unless the corresponding parts of T are connected together. Con­
versely, whenever a connection occurs in T and w is continuous, a corre­
sponding connection holds in S. 

Assuming this, the boundary of S corresponds in part to the boundary 
of T and in part to the discontinuities. The interior of S, however, excluding 
isolated points, is spread over B smoothly. That is, the surface never splits 
into superimposed surfaces or folds back on itself. 

The first could only happen, since T is connected in the corresponding 
fashion, if T splits in this way-contrary to hypothesis. The latter case is 
treated next. 

We show firstly, that a point Q' where ~~ is finite, cannot lie in a fold of 
the surface S. 

To see this, we surround the point 0' corresponding to Q', with a piece 
of the surface T of any shape and unspecified size. According to Section 3, 
this size can be taken so small that the shape of the corresponding piece 
on S differs as little as we wish from that of the piece on T. Consequently 
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its boundary cuts out a portion of B that surrounds QI. However, this is 
impossible if Q' lies on a fold of the surface S. 

By I, ~~, as a function of z, can only vanish at isolated points. Since w 
is continuous at the points of T considered here, ~~ can only become infinite 
at the branch points of the surface. This yields the desired result. 

III. Consequently, S is a surface obeying the hypotheses that were im­
posed on T in Section 5. In this surface, the variable quantity z has one 
definite value for each point Q, which varies continuously with the position 
of Q in such a way that :~ is independent of the direction of variation. Ac­
cordingly z, in the sense ofthe term specified earlier, is a continuous function 
of the complex quantity w over the domain represented by S. 

From this, we further obtain: 
Let 0' and Q' be corresponding interior points of the surfaces T and S, 

at which z = z', w = w'. If neither of them is a branch point, w-w,' tends to z-z 
a finite limit as 0 tends to 0', and the image of an infinitely small portion 
is similar to that portion. However, if Q' is a branch point of order n - 1 

and 0' is a branch point of order m - 1, then ~~~;;~~: has a finite limit as 

o tends to 0'. For the adjacent regions we have a form of mapping, readily 
obtained from Section 14. 

16. 

Theorem Let a and f3 be arbitrary functions of x, y for which the integral 

J [( oa - O(3)2 + (oa + O(3)2] dT 
ox oy oy ox 

taken over the arbitrary surface T spread over A, is finite. If we vary a by 
functions vanishing on the boundary that are continuous, or only discontin­
uous at isolated points, the integral takes a minimum value for one of these 
functions. If we exclude discontinuities that can be removed by changing the 
function at isolated points, the minimum is obtained for only one function. 

Let A be an unspecified function vanishing on the boundary, either con­
tinuous or possessing only discontinuities at isolated points, for which the 
integral 
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taken over the whole surface, is finite. Denote by w an unspecified member 
the set of functions a + A, and finally denote by n integral 

--- + -+- dT j. [( aw ) 2 (aw ) 2] 
ax ay ay ax 

over the whole surface. The family of functions A forms a closed connected 
domain, in that any function passes continuously into any other, while no 
limit of the functions is discontinuous along a line unless L simultaneously 
becomes infinite (Section 17). For each A, writing w = a + A, the integral n 
has a finite value, that tends to infinity with L and varies continuously with 
the form of A, but can never be less than O. Consequently n has a minimum 
value for at least one form of the function w. 

To prove the second part of our theorem, denote by u one of the functions 
w for which n attains its minimum value. Let h be an unspecified constant 
function, so that u + hA satisfies the required conditions for the function w. 
For w = u + hA, we write the value of n as 

J [( au - afJ)2 + (au + afJ)2] dT 
ax ay ay ax 

+ 2hJ [(au _ afJ) aA + (au + afJ) aA] dT ax ay ax ay ax ay 

+1.' J (G~)' + (~)') dT~ M +2Nh+Lh', 

hay. This must be at least M for every A (by definition of the minimum), 
provided h is sufficiently small. N ow it follows that N = 0 for each A. 
Otherwise, 

2Nh + Lh2 = Lh2 (1 + ~) 
would be negative if h is opposite in sign to N and of absolute value < 2f. 
The value of n for w = u + A, a form which obviously contains all possible 
values of w, is thus A1 + L. Since L is essentially positive, 0 can attain for 
no form of the function w a smaller value than it attains for w = u. 

Now suppose that for another u' the functions w yield a minimum value 
lvI' of O. The same deductions give M' ::; M and M ::; M', consequently 
M = M'. Write u in the form u + X; then we obtain for M' the expression 

27 



I. Foundations for a general theory of functions of a complex variable. 

M + L', where L' denotes the value of L for .\ = X. The equation M = M' 
yields L' = O. This is only possible if, throughout the surface, 

8X 
8x =0, 

8.\' 
8y =0. 

Wherever X is continuous, it is necessarily a constant. Since X vanishes at 
the boundary and is not discontinuous along a line, it can only be nonzero 
at isolated points. Thus two functions w for which n attains a minimum, 
differ only at isolated points. If all discontinuities of u that can be removed by 
changing its value at isolated points are discarded, the function is completely 
determined. 

17. 

We now need to supply the proof of the fact that .\, if L is to remain 
finite, cannot tend to a function 'Y discontinuous along a line. That is, if .\ is 
supposed to coincide with 'Y outside a portion of surface T' that surrounds 
the line of discontinuity, and T' is taken sufficiently small, then L exceeds an 
arbitrary given number C. 

We assign sand P their usual meanings with respect to the line of dis­
continuity. For indeterminate s, denote by X the curvature, with a convex 
curvature on the side of positive P taken to be positive. Let PI denote the 
value of P on the boundary of T' on the side where p > 0, and P2 the value 
on the side where P < O. Denote the corresponding values of'Y by 1'1 and 
1'2. Consider any portion of this line with continuous curvature. The part 
of T' between the normals at its endpoints, taken only up to the center of 
curvature, contributes to L the quantity 

J l PI [(8.\) 2 (8.\)2 1 1 
ds P2 dp(l - Xp) 8p + 8s (1 - Xp)2 . 

The smallest value of the expression 

l PI (8.\)2 
P2 8p (1 - Xp)dp 

for fixed boundary values 1'1 and 1'2 of .\, by known procedures, is 

(1'1 - 1'2)2X 

log(l - XP2) -log(l - XPl)' 
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Consequently the above contribution is necessarily 

llowever we choose A in the interior of T'. 
The function 1 will be continuous for P = 0 if the greatest value of 

hI - (2)2, for 1rI > PI > 0 and 1r2 < P2 < 0, becomes infinitely small with 
- 1r2. Consequently, for each value of s we can choose a finite quantity rn 

KHeh that, however Small1rI - 1r2 is taken, there are values of PI and P2 with 
> PI ~ 0, 1r2 > P2 ~ 0 (the equality signs mutually exclusive) for which 

Consider an arbitrary form of T' consistent with the earlier restrictions. 
Let PI and P2 be the values of PI and P2 for this form, and denote by a the 
V!:llue of the integral 

J rnxds 

10g(1 - XP2) - 10g(1 - xPd 

over the part of the discontinuity line in question. Obviously we can obtain 

by choosing PI and P2 for each value of s so that the inequalities 

1 - (1 - xPdajC 
PI < ----'---"'---

x x 

and 

are satisfied. It follows that, however A is defined in the interior of T', the 
contribution to L from the piece of T in question exceeds C. Thus L itself 
exceeds C, as we wished to prove. 
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18. 

By Section 16, for the function U fixed there and for any function A, we 
have N = o. Here 

N = J [(8U _ 8(3 ) 8A + (8U + 8(3 ) 8A] dT; 
8x 8y 8x 8y 8x 8y 

the integral extends over T. We now draw further consequences from this 
equation. 

Cut from T a piece T' surrounding the discontinuities of u, f3, A. The 
contribution to N from the remaining part Til of T is 

by Sections 7 and 8 with X = (~~ -~) A and Y = (~; +~) A. 
By the boundary condition imposed on A, the contribution to 

J (8U 8(3) 
8p + 8s Ads, 

from the part of the boundary of Til, common with that of T, is O. So one 
can regard N as the combination of 

taken over Til, and 

J [( 8U - 8(3 ) 8A + (8U + 8(3 ) 8A] dT + J (8U + 8(3 ) Ads, 
8x 8y 8x 8y 8x 8y 8p 8s 

where the integrations are respectively taken over T' and its boundary. 
Clearly, if ~:~ + ~ differs from 0 in some part of T, N would take a 

nonzero value provided that A, as is permissible, takes the value 0 in T', and 

A (~:~ + ~~~) has the same sign throughout Til. However if ~:~ + ~~~ = 0 

throughout T, then the contribution to N from Til is 0 for every A. Now the 
condition N = 0 yields the result that the contribution from the discontinu­
ities must be O. 
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8 op a 8p Now the functions X = 8~ - ay' y = a~ + ax' do not merely, generally 
flpeaking, satisfy 

~+~=O, ux uy 
but also 

J ( X ~; + y ~~) ds = 0, 

the integral being taken over any part of the boundary of T, at least when 
this integral has a definite value. 

If T is multiply connected, we reduce T via transverse cuts (by V of 
Section 9) to a simply connected surface T*, and we see that the integral 

10 (au af3) - -+- ds 
0 0 op os 

has the same value for every line from 0 0 to 0 in the interior of T*. Taking 
0 0 fixed, the integral is a function of x, y that is continuous throughout T* 
H,nd has the same variation along either side of a transverse cut. Attaching 
to f3 this function v yields a function v = f3 + v for which 

ov ou ov ou 
ox oy' oy ox' 

We obtain the following 

Theorem Suppose that a complex function a+ f3i of x, y is given throughout 
II, connected surface T that reduces by transverse cuts to a simply connected 
Ciurface T*, and 

J [( oa - 0f3)2 + (oa + 0f3)2] dT, 
ox oy oy ox 

taken over the whole surface, is finite. Then there is one and only one choice 
of function f.1 + vi of x, y with the following properties, that can be adjoined 
to a + f3i to give a function of z: 

1) f.1 vanishes on the boundary, or at least only differs from 0 in isolated 
points; v is given arbitrarily at one point; 
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variations of /1 in T and of l/ in T* are discontinuous only at isolated 
points, and the discontinuities are restricted the finiteness of the integrals 

over the surface. Further, l/ has the same variations on either side of the 
transverse cuts. 

These conditions suffice to determine /1 and l/. For /1, from which l/ 

is determined up to an additive constant, always yields a minimum of the 
integral 0; since if u = a + /1, then clearly N = 0 for every A.. By Section 
16, this property is possessed by only one function. 

19. 

The principles that underlie the result at the end of the previous section 
open the way for the investigation of specific functions of a complex variable, 
independently of expressions for the functions. 

For orientation in this field, we consider the extent of the conditions 
needed to determine such a function in a given domain. 

We restrict ourselves initially to a particular case. When the surface 
spread over A that represents the domain is simply connected, the function 
w = u + iv of z can be determined from the following conditions: 

1. the values of u on the boundary are given, and vary, with infinitely 
small changes of position, by infinitely small quantities of the same order. 
Elsewhere, the variation of u is unrestricted5 ; 

2. the value of v is given arbitrarily at one point; 

3. the function is finite and continuous at all points. 

The function is determined completely by these conditions. Indeed, this 
follows from the theorem in the previous section; we define a + {3i, as we 
may, so that a takes the given value on the boundary and, throughout the 
surface, a + {3i varies, with infinitely small changes of position, by infinitely 
small quantities of the same order. 

5The variations of this value need only be restricted by not being discontinuous along 
any part of the boundary. A further restriction is made here simply to avoid unnecessary 
complications. 
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Thus, generally speaking, u can be given as an arbitrary function of s 
on the boundary, and thereby v is determined everywhere. Conversely v 
can be chosen arbitrarily at the boundary points, and the value of u fol­
lows. Consequently, the field of play for the choice of the value of w on the 
boundary encompasses a one-dimensional manifold for each boundary point, 
and the complete determination of these values requires one equation for each 
boundary point. All the equations need not necessarily give one specific term 
a value, at one specific boundary point. We can also arrange our determining 
conditions so that at each point of the boundary there is one equation con­
taining both terms, varying in form continuously with the position of that 
point. Alternatively, dividing the boundary into several parts, we associate 
to each point of one part, n -1 specific points, one in each of the other parts, 
and set up n equations for these n points, varying in form continuously as 
the points vary. However, these conditions, whose totality forms a continuous 
manifold, and which are expressed as equations between arbitrary functions, 
must be subject to a certain restriction in order to be necessary and sufficient 
to determine a single function continuous in the interior of the domain. The 
restriction is given by particular conditions (equations containing arbitrary 
constants), since the exactitude of our determination clearly does not extend 
lIB far as these. 

For the case where the domain of the variable z is represented by a mul­
tiply connected surface, our treatment needs no essential modification. Ap­
plying the theorem of Section 18 gives a function with the above properties, 
up to the variation across the transverse cuts. These variations can be made 
equal to 0, provided that the boundary conditions contain as many available 
constants as there are cuts. 

The case where continuity is interrupted along a line can be reduced to 
the foregoing by regarding this line as a cut of the surface. 

Finally, suppose that we relax continuity at certain isolated points, that 
is, by Section 12, allow points where the function becomes infinite. Leaving 
unchanged the other hypotheses of the case initially studied, we can give 
arbitrarily a function of z, whose subtraction makes the function we must 
determine a continuous function. The original function is completely deter­
mined by this. Take the quantity a + j3i equal to the given function in a 
drcle, as small as we wish, with center at the point of discontinuity, and 
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elsewhere conforming to the previous specification. The integral 

j. ((OO! OB) 2 (OO! ) 2) 
AX -- ay + oy + ax 

over the interior of the circle is 0, and is finite over the remainder of the sur­
face. One can apply the theorem of the previous section to obtain a function 
with the required properties. We deduce with the help of the theorem of 
Section 13, that in general, if the function becomes infinite of order n at an 
isolated discontinuity, we have 2n constants at our disposal. 

We represent geometrically (by Section 15) a function 11) of a complex 
quantity z varying over the interior of a given two-dimensional domain. To 
a given surface T, covering A, corresponds an image S, covering B, which 
after excluding isolated points is similar to T in its smallest parts. The con­
ditions found previously, necessary and sufficient to determine the function, 
are relative to the values on the contour and at the points of discontinuity. 
They thus arise (according to Section 15) as conditions on the position of 
the boundary of S, giving a single equation to be satisfied for each bound­
ary point. If each of these equations concerns just one boundary point the 
conditions are represented geometrically by a family of curves, one of which 
gives the location of each boundary point. When two boundary points, one 
varying continuously with the other, appear in a pair of these equations, it 
follows that between two parts of the contour there is a dependence which 
fixes one part once the position of the other part is arbitrarily assigned. In 
a similar way one obtains, for other forms of these equations, a geometrical 
interpretation, which we shall not pursue here. 

20. 

The introduction of complex quantities into mathematics has its origin 
and immediate purpose in the theory of simple 6 laws of dependence between 
variables arising from algebraic operations. For if the field of these laws of 
dependence is extended by permitting the variable quantities to have complex 
values, a formerly hidden harmony and regularity emerges. The cases where 
this extension has been made are admittedly of limited scope, and reduce 

6Here we consider the elementary operations to be addition, subtraction, multiplica­
tion, division, integration and differentiation: and simpler dependence indicates that fewer 
elementary operations are required. In fact, all functions used up to now in analysis can 
be defined via a finite number of these operations. 
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almost entirely to the laws of dependence between two variable quantities 
of which one is either an algebraic function of the other7 ; or, a function 
whose derivative is algebraic. Nearly all writings on the subject not only 
gave simpler, more effective form to results established without the help of 
complex quantities, but opened the way to new results, as witnessed by the 
history of the study of algebraic functions, circle or exponential functions, 
elliptic and Abelian functions. 

We indicate briefly the progress which the present study yields for the 
theory of the above functions. 

Previous methods of treating these functions always based the definition 
of the function on an expression that yields its value for each value of the 
argument. Our study shows that, because of the general nature of a function 
of a complex variable, a part of the determination through a definition of 
this kind yields the rest. Indeed, we reduce this part of the determination 
to that which is necessary for complete determination of the function. This 
essentially simplifies the discussion. For example, to show the equality of two 
expressions for the same function, one formerly needed to transform one into 
the other: that is, show that the expressions coincide for every value of the 
variable. Now it suffices to prove the expressions coincide in a much more 
restricted domain. 

A theory of these functions based on the principles introduced here would 
fix the form of the function (that is, its value for every value of the argu­
ment) independently of a means of determining the function via operations 
on quantities. We determine the function by appending to the general idea of 
a. function of a complex variable just those features that are necessary for the 
determination. Only at this stage do we pass to the various representations 
that the function permits. The common character of a class of functions 
formed in a similar way by operations on quantities, is then represented in 
the form of boundary conditions and discontinuity conditions imposed on 
them. Suppose for example that the domain of a complex variable extends 
over the plane in either simple or multiple fashion, that the function has only 
isolated points of discontinuity interior to the domain, and only has infinities 
of finite order. (For infinite z, the quantity Z itself; for finite z', the order of 
z2zl' is an infinite quantity of first order.) Then the function is necessarily 
algebraic, and conversely each algebraic function fulfills these conditions. 

We leave aside for the present the development of this theory which, as 

7That is, an algebraic equation holds that connects the two quantities. 
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observed above, will shed light on the simple laws of dependence arising from 
operations on quantities, since we exclude for the present discussion of 
expressions for a function. 

On the same grounds we do not consider here the utility of our results as 
the basis of a general theory of the laws of dependence. For this, one would 
need to show that the concept of a function of a complex variable, taken 
as fundamental here, coincides fully with that of a dependence8 that can be 
expressed in terms of operations on quantities. 

21. 

In order to clarify our general results, it is useful to give an example of 
their application. 

The application mentioned in the previous section, while its discussion 
attains the immediate objective, nevertheless is somewhat special. When 
dependence is regulated by a finite number of operations of elementary type, 
the function contains only a finite number of parameters. As for the form 
of a system of mutually independent boundary conditions and discontinuity 
conditions, sufficient to determine the function, this implies that they cannot 
include arbitrary conditions at each point of a line. For our present objective 
it is more appropriate to take an example not of this type, but rather an 
example where the function of a complex variable depends on an arbitrary 
function. 

For a clear and convenient framework, we present this example in the 
geometric form used at the end of Section 19. It then appears as a study 
of the possibility of forming a connected image of a given surface, similar to 
the surface in the smallest parts, whose form is specified. That is, all points 
of the boundary should be located on particular curve; moreover, recalling 
Section 5, the sense of the boundary, along with the branch points, are given. 
We restrict ourselves to the solution of this problem in the case where every 
point of one surface corresponds to only one point of the other, and the 
surfaces are simply connected. For this case, the solution is contained in the 
following theorem. 

Two given simply connected plane surfaces can always be related in such 

8The dependence expressed here denotes dependence via a finite or infinite number 
of the four simplest operations, addition, subtraction, multiplication and division. The 
expression 'operations on quantities' (by contrast to 'operations on numbers') indicates 
operations in which the rationality of the quantities does not playa role. 
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a way that each point of one surface corresponds to a point of the other, 
varying continuously with that point, with the corresponding smallest parts 
similar. One interior point, and one boundary point, can be assigned arbi­
trary corresponding points; however, this determines the correspondence for 
all points. 

When two surfaces T and R both correspond to a third surface S in such 
a way that similarity holds between corresponding smallest parts, this yields 
a correspondence between T and R that clearly has the same property. The 
problem of producing a correspondence between two arbitrary surfaces with 
similarity between the smallest corresponding parts now reduces to mapping 
an arbitrary surface onto a specific surface, with similarity in the smallest 
parts. To prove our result, draw a circle K in the plane B with radius 1 and 
center w = O. We need only show that an arbitrary simply connected surface 
T spread over A can be mapped in a connected way throughout the circle 
K, with similarity of the smallest parts; and this in a unique way once the 
center corresponds to an arbitrary given interior point 00, while an arbitrary 
given point of the circumference corresponds to an arbitrary given boundary 
point 0' of the surface T. 

We denote the particular values of z, Q for the points 00, 0' by corre­
sponding indices, and describe in T an arbitrary circle e with midpoint 00 
that does not reach the boundary of T and contains no branch point. We 
introduce polar coordinates: let z - Zo = reit/>, then log( z - zo) = log r + 1>i. 
The real part is continuous in the entire circle except at the point 00, where 
it becomes infinite. Among the possible values of 1>, we take the smallest 
positive values, so that along the radius where z - Zo is real and positive, the 
imaginary part is 0 on one side, and 27r on the other side, of this radius, while 
varying continuously elsewhere. Clearly we can replace this radius by an ar­
bitrary line e from the center to the boundary in such a way that log(z - zo) 
has a jump of 27ri where 0 crosses this line from the negative side (that is, 
according to Section 8, the side of negative p) to the positive side; otherwise, 
log(z - zo) varies continuously in the whole circle e. 

We now take the complex function a + j3i of x, y equal to log(z - zo) in 
the circle, while, outside the circle, having extended e in any fashion up to 
the boundary T, the function is specified as follows: 

1) on the circumference of e, the function is log( z - zo); on the boundary 
of T, it is purely imaginary. 

2) on crossing from the negative side of e to the positive side the function 
varies by -27ri, while otherwise it varies with an infinitely small change of 
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location by an infinitely small quantity of the same order; 
this is always possible. The integral 

J (( aO! _ a,B) 2 + (aO! + _) 2) dT, 
ax ay ay ax 

taken over e, has the value 0; and over the remainder of the surface, a finite 
value. Consequently, O! + f3i can be transformed, by adjoining a continuous 
function, defined up to an imaginary constant, that has imaginary values on 
the boundary, into a function t = m+ni of z. The real part m of this function 
will be 0 on the boundary, -00 at 00, and vary continuously throughout the 
remainder of T. For each value of a of m between -00 and 0, the surface T 
is divided by a line, on which m = a, into a part where m < a, containing 
00 in its interior, and parts where m > a whose boundary is made up of the 
boundary of T and of lines where m = a. Either the connectivity of T, which 
is -1, is unchanged by this decomposition, or T is divided into two pieces 
with connectivity 0 and -1, or into more than two pieces. However the last 
case is impossible, since in at least one of these pieces m is finite, continuous, 
and constant on all parts of the boundary. It is then either constant in a 
portion of the surface; or has a maximum or minimum value at a single point 
or along a line, which contradicts Section 11, III. 

Thus the points where m takes a constant value form simple closed lines. 
One of these lines bounds a region that surrounds 00, and m must decrease 
towards the interior: consequently, with a positive circuit of the boundary 
(where by Section 8, s increases) the quantity n, while continuous, is increas­
ing. Now the function has a jump9 of - 21T only with a crossing from the 
negative to the positive side of the line P, and so it must take each value 
between 0 and 21T, excluding multiples of 21T, exactly once. Write et = w, 
then em and n are polar coordinates of Q with respect to the center of the 
circle K. The totality of points Q clearly forms a surface S spread out simply 
over the whole of K; the point Qo falls at the center of the circle. However, 
the point Q' can be placed at an arbitrary given point of the circumference 
by means of the constant still at our disposal in n. This completes the proof. 

9The line j! joins one point interior to this piece to another; and so, if it cuts the 
boundary several times, it must pass from inside to outside one more time than from 
outside to inside. Thus the sum of the jumps of n throughout a positive circuit is always 
-21f. 
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In the case where the point 0 0 is a branch point of order n - 1, we reach 
our goal by replacing log(z - zo) by ~ log(z - zo); the reasoning is analogous, 
and the treatment is easily completed with the help of Section 14. 

22. 

1;' The complete extension of the investigation in the previous section to 
fthe general case, where a point of one surface corresponds to several points 
on the other, and simple connectedness is not assumed for the surfaces, is left 
aside here. Above all this is because, from the geometrical point of view, our 
entire study would need to be put in a more general form. Our restriction to 
plane surfaces, smooth except for isolated points, is not essential: rather, the 
problem of mapping one arbitrary given surface onto another with similarity 
in the smallest parts, can be treated in a wholly analogous way. We content 
ourselves with a reference to two of Gauss's works; that cited in Section 3, 
and Disquisitiones generales circa superficies curvas, §13. 

39 



Contents. 

Contents. 

1. A complex variable w = 'U + vi is called a function of another complex variable 
z = x + yi, if w varies with z so that ~'; is independent of z. This definition is based 
all the remark that the above condition is always satisfied if w depends on z via an 
analytic expression ............................................................... . 

2. We represent the values of the complex variables z and w by points 0 and Q of two 
planes A and B, and their mutual dependence as a mapping of one plane onto the 
other ............................................................................. . 

3. If the dependence is (as in Section 1) such that ~'; is independent of z, then the 
original and its image are similar in the smallest parts. . .......................... . 

4. The condition that ~'; is independent of dz is identical with the following: g~ = g~, 
au av F th t' a 2u + a 2u 0 a 2v + a 2v 0 ay = - ax . rom ese equa Ions, ax2 ay2 = , EfXI ay2 = . . ................ . 

5. As the location of 0, we substitute for the plane A a bounded surface T spread over 
A. Branch points of this surface ................................................... . 

6. On the connectedness of a surface. . .............................................. . 

7. The integral J (~~ + ~~) dT, taken over the surface, T, is equal to - J (X cos ~ + 
Y cos1])ds, taken over its boundary. Here X and Yare arbitrary functions of x and 
y, continuous throughout T . ...................................................... . 

8. Introduction of coordinates sand p of 0 with respect to an arbitrary line. The mutual 
dependence of the signs of ds and dp is fixed so that g~ = ~ ...................... . 

9. Application of the theorem in Section 7 when, throughout the surface, ~~ + ~~ = O. 

10. Conditions under which a function u, defined interior to a surface T spread simply 
over A, and generally speaking satisfying ~ + ~ = 0, is finite and continuous 
together with all its derivatives .................................................... . 

11. Properties of such a function ...................................................... . 

12. Conditions under which a function w of z, defined interior to a surface T spread 
simply over A, is finite and continuous everywhere, together with all its derivatives. 

13. Discontinuities of such a function at an interior point ............................. . 

14. Extension of the theorems of Sections 12 and 13 to points interior to an arbitrary 
planar surface ..................................................................... . 

15. General properties of the mapping of a surface T spread over the plane A onto the 
surface S spread over the plane B, through which the value of a function w of z may 
be represented geometrically ....................................................... . 

40 



Riemann, Collected Papers 

16. The integral 

J (( aa _ a(3)2 + (aa + a(3)2) dT, 
ax ay ay ax 

over the surface T, when we vary a by continuous functions, or functions discontinuous 
only in isolated points, that vanish on the boundary, always takes a minimum value 
for one function. If we exclude discontinuities that can be removed by changes at 
isolated points, the minimum occurs for only one function ......................... . 

17. Substantiation of a result, assumed in the previous section, by the boundary 
method ........................................................................... . 

18. Let a + [3i be a function of x, y in an arbitrary connected planar surface T that 
decomposes into a simply connected surface T* via transverse cuts, and suppose that 

J [( aa - a(3)2 + (aa + a(3)2] dT, 
ax ay ax ay 

taken over the surface, is finite. The function becomes, in one and only one way, a 
function of z by adding a function J..l + vi restricted by: 1) J..l = 0 on the boundary, v 
is given at one point; 2) the variations of J..l in T, v in T* are discontinuous only at 
isolated points and only to the extent that the integrals 

over the surface are finite; the variations of v are equal on both sides of the transverse 
cuts .............................................................................. . 

19. Overview of the necessary and sufficient conditions for the determination of a function 
of a complex variable within a given domain ....................................... . 

20. The earlier method of determining a function via operations on quantities contains 
superfluous components. Via the treatment carried out here, the extent of the matter 
that determines a function is reduced to the necessary minimum ................... . 

21. Between two given simply connected surfaces there is always a correspondence such 
that for each point of one surface there is a point of the other, varying continuously 
with it, and such that the corresponding smallest parts are similar. The points corre­
sponding to one interior point and one boundary point can be given arbitrarily. The 
correspondence is then determined for all points ................................... . 

22. Final remarks ..................................................................... . 

41 



Contents. 

42 



Riemann, Collected Papers 

II. 

On the laws of distribution of electric charge in a ponderable 
body that is neither a perfect conductor nor insulator, but may 
be viewed as resisting the holding of electric charge with finite 

power. 

(Official report of the 31st assembly of German scientific researcher's and 
physicians, Gottingen, September 1854.) 

The formation of residual charge in the Leyden jar and the formation of 
I'ltatic electricity in other apparatus has been examined using the ingenious 
instruments for static electricity, mentioned by Prof. Kohlrausch in the pre­
vious session of this section. The phenomenon is essentially the following: 
If we let a Leyden jar stand for a long time while charged, discharge it and 
than let it stand isolated for a while, then a noticeable charge reappears. 
"'fhis leads to the assumption that in the first discharge only a part of the 
distinct types of electricity reunites; a part, however, remains in the jar. The 
first part is called the disposable charge, the second the residual charge. The 
precision of the measurements made by Prof. Kohlrausch, of the loss of the 
disposable charge and the return of the residual charge, allows me to test a 
law which was believed on other grounds, which fills a gap in the previous 
theory of static electricity. 

As is well known, the mathematical investigations of static electricity are 
in reference to its distribution for complete and totally insulated conductors. 
We consider a ponderable body as either a perfect conductor or insulator. As 
a, consequence, this theory says that when in equilibrium, the aggregate of 
the electric charge accumulates only at the boundary surface of the conduc­
tors and insulators. Admittedly, however, this is a mere fiction. In nature 
there are neither bodies which cannot be penetrated by electric charge, nor 
bodies for which the total electric charge collects on a a mathematical sur­
fflce. Rather we should assume that a ponderable body resists the absorption 
or holding of the electric charge with finite strength. We should assume the 
hypothesis, whose consequences seem to agree with reality, that it does not 
t'esist becoming electrified or taking an electric charge, but resists being elec­
t.rified or holding electric charge. The law of this resistance is, depending 
on the dual or unitary conception, the following. By the dual conception, 
uIlder which which the electric charge is the excess of the positive electricity 
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over the negative, at each point of the ponderable body, this is caused by 
the intensity of the density of the electric charge trying to decrease in pro­
portion to the density of the excess, with the same sign as the excess (or, 
trying to increase with a negative excess). From the unitary point of view, 
by which the electric charge is the excess of electricity in the body over what 
is natural for it, we must assume this is caused at each point of the body by 
the intensity of the electric density trying to decrease in proportion to the 
density of the excess (or increase, in the case of a negative excess). 

Besides these reasons for flow, if no noticeable thermal or magnetic or 
inductive effects or influences take place and if the ponderable bodies rest 
against one another, the electromotive force is brought into the calculation in 
conformity with Coulomb's Law. Under the same circumstances we can as­
sume the independence of the consequential current from the current caused 
by the proportionality between the electromotive force and the current in­
tensity. 

In order to express these rules for flow in a formula, let x, y, z be rect­
angular coordinates, and at (x, y, z) when the time is t, let the density of 
the electric charge be /2. Let u be the 471th part of the potential of the to­
tal charge using Gauss's definition (by which the potential at a particular 
point is equal to the integral over the quantity of electric charge at each 
point divided by its distance from the point). Then the electromotive force 
attributable to Coulomb's Law, when decomposed into the direction of the 
three axes, is proportional to 

au au au 
- ax' - ay , - az . 

That arising from the reaction of the ponderable body is proportional to 

Hence the components of the electromotive force can be set equal to 

where (32 depends only on the nature of the ponderable body. These com­
ponents are now equal to quantities proportional to the components of the 
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intensity, a~, aTj, a( say. Here one designates by ~,Tj, ( the compo­
of the current intensity and by a a constant that depends on the nature 

the ponderable body. 
We combine this with the phoronomic equation 

o g o~ OTj o( _ 0 
at + ox + oy + OZ - , 

is obtained by expressing in two ways the incoming electricity in the 
element dt into the space element dxdydz, and the equation 

02U 02U 02U 
ox2 + oy2 + OZ2 = -g 

follows from the concept of potential. We obtain 

og 2 {02g o2g 02g } 
a ot + g - j3 ox2 + oy2 + OZ2 = 0 

first multiplying by a and then replacing ~,Tj, ( by their values. 
This gives a partial differential equation for u, which is of the first degree 
t and of the fourth degree with respect to the space coordinates. In 

_'"£1" .... to determine U completely, from a particular time onwards, inside the 
lJ),on~aeJ:able body, we need, besides this equation, one condition for each point 

the ponderable body at the starting time, and for the following times two 
_'JH~.u· tions at each point on the surface. 

I will now compare the implications of this law with experience in some 
cases. 

For equilibrium (in a system of insulated conductors) we have 

or 

or, since 
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. For current equilibrium or the steady state distribution (in the closed loops 
in a constant circuit) we have 

or 

O{} = 0 
8t 

2 (82 {} 82 {} 82 (}) 
{} - j3 8x2 + 8y2 + 8z2 = 0. 

Now if the length j3 is very small compared to the dimensions of the 
ponderable body, then u-Const., in the first case, and p, in the second, 
decreases very rapidly off the surface and is very small in the interior, and 
these quantities indeed change with respect to distance p from the surface 
approximately like e-p/{3. This must be the case for a metallic conductor. If 
we set j3 = 0, then the known formula for a perfect conductor is obtained. 

When applying this rule to the formation of the residual change in the 
Leyden jar, I must assume that its dimensions can be considered infinitely 
large compared to the distance of the condensor plates, since information 
concerning the dimensions of the apparatus is lacking. I will not bore this 
distinguished audience by carrying out the calculation, but content myself 
with stating its result. 

The measurements of Professor Kohlrausch show that the disposable 
charge is closely represented by a parabola, when considered as a function 
of time. Indeed, the parameter of the parabola, which matches the charge 
curve most closely, slowly decreases, so that if we denote the initial charge by 
Lo and the charge at time t by Lt , then LO:;lt is a quantity which gradually 
decreases with increasing t. 

The same results from the calculation, if it was assumed that both a 
and j32 are very large for glass, as was to be expected here, and may be 
regarded as infinitely large, while their quotient remains finite. I have not 
made a close comparison of the calculation with experimental data, since 
I lack information about the dimensions of the apparatus and, in general, 
the methods used, in order to determine the necessary corrections in the 
calculations on account of the differences from the hypotheses. In particular, 
the determination of the electrical constant for glass is to be desired. But 
I regard the law derived here for the distribution of electric charge as being 
fully confirmed by the measurements of Professor Kohlrausch. 

I will speak briefly about the application of this rule in a different setting. 
The propagation of an electric current in a metallic conductor is well 

known, as is its consequence, the steady state current caused by the static 
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f,lectricity arising from a constant, or slowly changing, electromotive force. 
This process, because of its extremely short duration, and the thermal and 
magnetic effects, is to experimental only in its effects. 
The only experimental results available are the measurements of the speed 
of propagation in telegraph wires, and Ohm's laws of current equilibrium. A 
more careful analysis of Ohm's laws lead us to the assumptions made here, 
and, indeed, I was led to them in that way. 

Ohm determined the current distribution for current equilibrium by the 
following two conditions. 

1) In order to actually obtain the current intensity as proportional to 
the electromotive force, we must introduce forces other than the external 
electromotive force that are derivatives of a function of position, the voltage. 

2) For current equilibrium, at each point of the ponderable body, the 
same amount of electricity flows in as out. 

Ohm believed that the voltage, that function of position of which the 
inner electromotive forces are the derivatives, was dependent on the static 
electric charge, in proportion to its density. That assumption, in fact, turns 
out to explain both conditions. However, Professors Weber 1 and Kirchoff2 
have noted, almost simultaneously, that the electricity would have to be in 
equilibrium when it filled the ponderable body with uniform density, which 
is indeed the experience under equilibrium after the electricity is distributed 
on the surface. The voltage must be a function that is constant in the entire 
conductor when in equilibrium, and thus rather proportional to the potential 
of the electric charge. These internal electromotive forces are identical with 
those that follow from Coulomb's Law. 

These views about voltage were also assumed by most investigators. How­
ever, the cause ofthe second condition for current equilibrium, that each part 
of a ponderable body has a constant electrical charge, has not been investi­
gated. 

By the dual concept the quantity of negative electricity must remain 
constant, as well as the positive. It seems that we can explain that no 
noticeable excess of one of the electricities forms, by Coulomb's Law, from 
the attraction of the opposite electricities (at least so long as we do not enter 
into the proportionalities more precisely). We must still assume a reason that 
the neutral electricity remains constant at each part of the body, and thus 

1 Abhandlungen d. k. sachs. Ges. d. w., 1852, I, p. 293. 
2 Poggendorff's Annalen, vol. 79, p. 506. 
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assume an influence of the ponderable on it. On the suggestion of Professor 
\Veber, I have tried, for several years, to make this assumption the object of 
calculations, without obtaining satisfactory results. 

By the unitary concept only one mechanism is needed, which tries to keep 
the quantity of electricity contained in a ponderable body constant. We are 
led immediately to the assumption above, that every ponderable body tries 
to possess electricity of a certain density, and resists being filled by either a 
larger or a smaller quantity. This law of resistance can be assumed to take 
the form that has been confirmed by experiment for glass. 

These considerations lead to the acceptance of Franklin's original view 
about electrical phenomena. In order to lay a foundation for the deeper 
understanding of these phenomena, either by themselves or with other phe­
nomena, and as a basis for further development and modification, we must 
subject them to the demands and hints of experiment. 

I hope that the distinguished circle of scientists, before whom I have the 
honor of developing this topic, will find it worthwhile to subject it to closer 
scrutiny. 
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III. 

On the theory of Nobili's color rings. 

(Poggendorff's Annalen der Physik und Chemie, vol. 95, March 28, 1855.) 

Nobili's color rings represent a valuable tool for the experimental study 
of the laws of current flow in a body made conducting by decomposition. 
The way to produce these rings is the following. We pour a solution of lead 
oxide in concentrated potassium hydroxide over a plate of platinum, gold 
plated silver, or German silver and let the current from a strong battery 
flow, through the tip of a fine platinum wire melted in a glass tube, into the 
fluid layer and exit through the plate. The anion, lead peroxide according 
to Beetz, is deposited on the metal plate in a delicate transparent layer 
which has varying thickness depending on the distance from the cathode, so 
that the plate after removal of the fluid shows Newton's color rings. The 
relative thickness of the layer at different distances can be determined from 
the color-rings. Using Faraday's Law (by which the amount deposited must 
be everywhere proportional to the amount of electricity that passed through), 
we derive the distribution of the current leaving the fluid. 

The first attempt to determine the current flow by calculation and com­
pare the result obtained with experiment was made by E. Becquerel. He 
assumed that the length and width of the liquid layer as compared to its 
thickness could be considered as infinitely large, that the current entered 
at a point on its upper surface, and that it spread out by Ohm's law in 
that surface. He now believed that using these assumptions the flow curves 
could be considered as straight lines (with insignificant error). From that 
assumption he derived the law that the thickness of the deposited layer is 
inversely proportional to the distance from the cathode. He corroborated the 
law experimentally. 

On the other hand, Mr. Du-Bois-Reymond has shown in a talk to the 
Berlin Physical Society, that the assumption of straight flow lines resulted in 
the thickness of the deposited substance at the endpoint being proportional 
to the inverse cube of the distance. This caused Mr. Beetz to conduct a 
series of confirming experiments, described in vol. 71, p. 71 of Poggendorff's 
A nnalen, that inspire much confidence. 

Precise calculation meanwhile shows that the hypothesis of straight lines 
for current flow is inadmissible and leads to incorrect results. Indeed, the flow 
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lines, at least for large distances to the exit point (since they lie between two 
very close parallel lines and have at most one inflection point) in the middle 
part of their path, bend hardly at all. By no means, however, can we conclude 
that there is not a significant error by replacing them by straight lines running 
from the cathode to the exit point. I will first develop by exact calculation 
the consequences ensuing from the assumptions of M1'. E. Becquerel and M1'. 
Du-Bois-Reymond, and finally come back to the experiments of Mr. Beetz. 

I assume that the cathode is in the fluid layer, which is bounded by two 
horizontal planes, and is restricted to a point. For a point of the fluid layer, 
denote its horizontal distance from the cathode by 1', the height over the 
lower boundary surface by z. We denote the elevation of its voltage from 
voltage at the upper side of this boundary layer by u. Furthermore, let S 
be the strength of the current, w the resistivity of the fluid, z = 0: at the 
cathode, and z = j3 at the upper surface. Now u must be determined as a 
function of l' and z. The flow intensity at the point (1',0), which by Faraday's 
law must be proportional to the thickness that we seek of the layer deposited 
there, is then equal to the value of .1 aau at this point. w z 

If it is initially assumed that the expanse of the fluid layer as compared 
to its thickness may be considered as infinitely large, then the conditions for 
determining u are: 

(1) for -00 < l' < 00, 0 < z < j3, 

(2) for -00 < l' < 00, z = 0, u=O; 

(3) for z = j3, 
au 

-00 < l' < 00, -=0' 
az ' 

(4) for l' = ±oo, 0< z < j3, u is finite; 

(5) for l' = 0, z=o:, 

wS 1 
u = - ----:;~=7===:::::;::::;: 

47r "iT2 + (z - 0:)2 

wS 1 + 
or 

27r VT2 + (z - 0:)2 
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a continuous function of rand z, depending on whether the cathode lies 
the interior or on the upper surface. 

These conditions are satisfied by 

U=SWf=(_l)m( 1 _ 1 ) 
41f m=-'oo Jr2 + (z + 2mj3 - a)2 Jr2 + (z + 2mj3 + 00)2 

or, if we take S = 47r for simplicity: 
w 

00 (1 1) U= (_l)m - . m~oo Jr2 + (z + 2mj3 - 00)2 Jr2 + (z + 2mj3 + a)2 

If we set u = al sin ;~ + a2 sin 2;~ + a3 sin 3;~ + ... , then for even n the 
coefficient an is 0, and for odd n, 

r2{3 t 00 

j3an = io sin n ;j3 m~oo 

( )m (dt dt) 
-1 Jr2 + (t + 2mj3 - a)2 - Jr2 + (t + 2mj3 + 00)2 

= 100 
(sin n 1fj3 (t + a) _ sin n 1fj3 (t _ a)) dt 

-00 2 2 vr2+t2 

1fa 100 1ft dt 
= 2 sin n -j3 cos n -j3 --r=~===;<: 

2 -00 2 vr2+t2 

1f00 100 en21f(3tidt 
= 2sinn- . 

2j3 -00 vr2 + t2 

In the last integral we can also write 2 rooi instead of Joo . If we substitute I n -00 

t for the variable tri, we obtain 

thus 

_ ",. ~ 4sinn~a 100 e-nfrJrtdt 
u- ~smn j3Z j3 ~, 

2 1 vt2 - 1 
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summed over all positive odd values of n. 
Assume the fluid is bounded by T = c and indeed, instance, by a 

nonconductor. Then we must have ~~ = 0 when T = c. Hence a function u", 
satisfying conditions (1 (4) below, will be added to the function 'U obtained 
above, which we now write as 'u' . 

(1) for -C<T<C, O<z<{3, 

[)2U" 1 [)u" [)2U" 
~+-~+~=O; 
uT T uT uZ 

(2) for -c < T < c, Z = 0, u" = 0; 

(3) for -c < T < c, Z = {3, au" = O. 
az ' 

(4) for T = ±c, 0< Z < (3, au" au' . 
Tr -7);, 

and u" is continuous everywhere. 
As a consequence of conditions (1) through (3), it must be possible to 

represent u" in the form 

and indeed it follows from (1) that bn satisfies the condition 

-n 1r rt 

A particular solution of this equation is, as already known, f100 e v;;~/t. 
Another is obtained if the same integral is taken from -1 to 1. Thus the 
general solution is 

where Cn and In are constants. If we denote 

100 e-2qtdt 
by f(q), 

1 Jt2=1 
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then 

bn = cnf (n 4~ r) + 1n¢ (n 4~ r) . 
The expansion by increasing powers of q gives 

00 2m 

f(q) = ~ (~!)2 (w(m) -logq), 

00 2m 

¢(q) = 1f ~ (~!)2. 

Hence f (q) is infinite for q = 0 and, since u" remains continuous for r = 0, 
en must be O. From (4) we obtain 

Hence 

( . 1f) 4. 1fet { ( 1f) (1f) f' ( n 4f,C) } 
U = L sm n 2/3 z 73 sm n 2/3 f n 4/3 r - ¢ n 4/3 r ,( JL) , 

n ¢ n 4f3C 

where the sum is over the positive odd values of n. 
We may use the half -convergent series 

f(q)=e- 2q E L (_1)m(1·3 ... (2m-1))2, 
V 4q 4 m!(16q)m 

m< q+l 

Ifq L (1·3··· (2m - I)? ¢(q) = e2q _ 
4q m!(16q)m 

m<4q+l 

to calculate f(q) and ¢(q) for large values of q, which only gives the value up 
to a fraction of the order of e-4q . If this is not sufficiently accurate, then it is 
probably most expedient to apply the expansion by increasing powers of q. 
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Hence for sufficiently large values of ~, neglecting quantities of the order 

of magnitude e , we obtain 

. nz 4sin ;~ ~{ _lU:. ~ (1· 3· (2m _1))2 ( (3)1n 
U = SIn - - e 2;3 ~ --

2(3 (3 T m! 4nT 

~(1.3 ... (2m-1)? ((3)m ".(r-2c) 
- ~ - e 2;3 x 

m! 4nT 

~ (1·3 ... (2m - 1))2(2m + 1) (_~)m} 
~ m!(2m - 1) 4nc 

~ (1.3 ... (2m - 1))2(2m + 1) (~)m 
~ m!(2m - 1) 4nc 

and the thickness of the layer is proportional to (~~) 0' or proportional to 

e-;~ L (1·3··· (2m - 1))2 (_~)m 
Vr m! 4nT 
".(r-2c) 2 m 

_ e 2;3 L (1·3··· (2m - 1)) (~) x 
Vr m! 4nT 

L (1·3··· (2m - 1)?(2m + 1) (_~)m 
m!(2m - 1) 4nc 

~ (1 ·3··· (2m - 1))2(2m + 1) (~)m . 
~ m!(2m - 1) 4nc 

This result also holds in general if instead of the cathode being a point, we 
assume it is an arbitrary surface of revolution. Then for values of T between 
c and those values up to which conditions (1) to (3) remain valid, u can be 
represented by a series of the form 

~ . n z { ( nT) (nT) f' ( n ~) } 
u = ~ Kn sm n 2(3 f n 4(3 - <p n 4(3 <P' ( n :J) . 

An exception would occur only if Kl were O. 
The special hypothesis made by Mr. E. Becquerel and essentially retained 

by Mr. Du-Bois-Reymond is that the cathode is a point of the upper surface, 
thus ct = (3. In this case, according to the calculation, the thickness of the 

54 



Riemann, Collected Papers 

for large values of I.. is inversely proportional neither to the distance a 
the cathode (according to Mr. Becquerel), nor its cube (according 

Du-Bois-Reymond). Rather, the thickness diminishes with growing 
alog( au) 

as a power with the exponent r / 0:, such that r az 0 approaches a 
limit -lr /2, to any degree of accuracy. On the other hand the law of 

Du-Bois-Reymond is not only approximately true for large values of r / 0:, but 
strictly true if f3 = 00, since then 

00 (1 1) tL= (_l)m -m~oo Jr2 + (z + 2mf3 - 0:)2 Jr2 + (z + 2mf3 + 0:)2 

t'nduces to 
1 1 

Hud consequently 

(~~) 0 reduces to (r2 ::2)3/2' 
However the assumption from which the result is derived, namely, that the 
How lines may be considered as straight, is by no means confirmed. The 
('quation for the flow lines is 

r-dr - r-dz J( au au) 
az az = v = canst. 

Indeed, the constant multiplied by 2lr /w, if one takes the integral so that it 
v~Ulishes for r = 0, is equal to the part of the flow within a surface of rotation 

v = canst. 

in our case the flow lines are the lines obtained from the equation 

z+o: z-o: 
v = 2 - ± = canst. 

Jr2 + (z + a)2 Jr2 + (z - 0:)2 

These lines vary considerably from a straight line for large values of the 
{'onstant. Mr. Du-Bois-Reymond, indeed, made the assumption that the 
nit-hode is on the upper surface, but his later conclusions were not essen­
Ual1y dependent on this assumption. This suggests the conjecture that the 
II~periments of Mr. Beetz, which yielded results not too far from the law of 
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the cube, would not depend on the demand of Mr. Du-Bois-Reymond that 
the cathode is on the upper surface of the fluid. Rather, Mr. Beetz, for 
greater used more fluid, so that in the series for (~~)o' 

~ Tn ( 2mfJ + 0: 2mfJ - 0: ) 

~(-1) (r2+(2mfJ+0:)2)3/2 - (r2+(2mfJ-0:)2)3/2 ' 

the later terms, or indeed their sum, can be neglected as compared to the 
first. In this case the elegant experiments of Mr. Beetz could actually be 
viewed as a proof that the current flow almost follows from the assumed laws. 
However, should this conjecture be false, then from Mr. Beetz's experiments 
we would draw the conclusion that still other conditions must be considered 
when calculating the current flow, whose determination would require a new 
experimental investigation. 
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IV. 

Contributions to the theory of the functions represented by the 
Gauss series F(n,j3,1',x). 

(Abhandlungen del' Koniglichen Gesellschaft del' Wissenschaften zu 
Gottingen, VII, 1857.) 

The Gauss series F(a, {J", x), as a function of the fourth component x, 
represents this function only when the modulus of x does not exceed unity. In 
order to study this function in its whole domain, with unrestricted variability 
of x, two methods have been presented in previous works. One can either 
proceed from a linear differential equation which it satisfies, or from the rep­
resentation of the function as a definite integral. Each of these methods has 
its own advantages. However, up to now, in the comprehensive treatment of 
Kummer in Crelle's Journal, Vol. XV, and in the yet unpublished researches 
of Gauss1 , only the first method is used. The reason for this may well be that 
calculation with definite integrals between complex limits was insufficiently 
developed, or could not be assumed familiar to a wide readership. 

In the present work I have treated these transcendental functions by a 
new method, which essentially applies to any function that satisfies a linear 
difFerential equation with algebraic coefficients. The method yields results 
almost directly from the definition, that were formerly obtained only after 
somewhat troublesome calculations. This has been done in the part of the 
work presented here, mainly in order to give a summary of the possible repre­
sentations of the functions, in view of their numerous applications in physics 
and astronomy. It is necessary to make some general preliminary remarks on 
the treatment of a function whose argument varies without restriction. 

For ease of visualization, consider the value of an independent variable 
;r = y + zi as a point of an infinite plane with rectangular coordinates y, z. 
Suppose the function w is given in one part of the plane. By an easily proved 
theorem, one can extend the function continuously outside this domain, so 
that it satisfies the equation ~~ = i ~~, in only one way. Evidently this 
extension should not take place merely along lines where a partial differential 
equation could not apply, but must be made along strips of finite width. 

For 'multivalued' functions like those studied here, in other words, func­
tions that can take different values for the same value of x, according to the 

IGauss, Collected Works vol. III, 1886, p.207. W. 
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way in which the extension is carried out, there are certain points of the 
x-plane around which the function extends into another. For example, a is 
such a point the case of J:r - a, -- a), where tt is not an 
integer. 

Consider an arbitrary line drawn from the point a. The value of the 
function in a neighborhood of a can be chosen so that it is continuous outside 
the line; however, the function takes different values on opposite sides of the 
line. Thus the extension of the function across the line yields a function 
different from the existing one. 

For simplicity, the different extensions of a single function defined in the 
same part of the x-plane will be called branches of this function. A point x 
around which one branch of the function extends into another will be called 
a branch point. At a value where no branching occurs, the function will be 
called single-valued or monodromic. 

1. 

I denote by 

p {: ~ ~ x} 
0:' fJ' "(' 

a function of x satisfying the following conditions: 

1) It is finite and single-valued for all x except a, b, c. 
2) Any three branches pi, pll, pili of the function are connected by a linear 

homogeneous equation with constant coefficients: 

C' pi + c" p" + c'" P'" = o. 

3) The function can be written in the forms 

c p(a) + C ,P(a/) C(3p((3) + C(3IP((3/) c ph) + c ,ph/) 
a a, , 'Y 'Y 

with constants Ca, Ca', ... , c'Y/. Here 

remains single valued, and does not become zero or infinite, at x = a; likewise 
for p((3)(x-b)-(3, p((3/)(x-b)-(31 at x = b, and ph)(x-c)-'Y, ph/)(x-C)-'Y' at 
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= c. For the six numbers a, 0', ... ,,', suppose that none of the differences 
, [3 - " - " is an integer, and that 

a + a l + B + + "Ii + = 1. 

We leave undecided for now the question of how diverse are the functions 
that satisfy these conditions. The answer will emerge in the course of our 
lnvestigation (Section 4). For convenience, I refer to x as the variable; a, b, c 
as the first, second and third branch points; and a, a'; [3, [3'; ",' as the first, 
second and third exponent pairs of the P-function. 

2. 

There are some immediate consequences of the definition. 
In the function 

p {~ ~ ~ x} 
0;' (3' " 

the three columns can be permuted arbitrarily, and a, a' can be interchanged, 
as can (3, (3' and ",'. Further, 

{
a b c 

p a (3 , 

a' (3' " 

Here x' is a rational expression of first degree in x that takes the values 
u/, b', c' for x = a, b, c. 

The function 

p{~ 
a' 

001 
(3 , 

(3' " 

to which any P-function with the same a, 0;', ... ,,' can be reduced, will be 
denoted briefly by 

p(~, % ~, x). 
In such a function each pair a, a'; (3, (3'; ",' can be interchanged, and 

the three pairs can be permuted arbitrarily, provided we substitute for x a 
rational expression of first degree that takes the values 0, 1,00 for the values 
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of x corresponding to the first, second and third exponent pairs respectively. 
In this way we express the function 

P (0: 0:' 
via P-functions with the variables x, 1 - x, 1, 1 - 1, --iLl' -11 , and the same x x x- -x 
exponents in a different order. 

From the definition, we also have 

{
a b 

p 0: {3 
0:' {3' 

and consequently 

b 
{3-J 
{3' - J 

~ X}, 
"i' 

x6(1 _ X)E P (~, (3 , X) = P (0: + J (3 - J - E ,+ E X) 
L< {3' " 0:' + J {3' - J - E ,'+ E . 

By this transformation, two exponents from different pairs can take arbitrary 
given values. Since 0: + 0:' + {3 + {3' + , +,' = 1, one can introduce any set of 
values for which the differences 0: - a', {3 - {3', ,-,' are the same as before. 
Consequently I will write later, for convenience, 

P(o: - 0:', {3 - (3', ,-,', x) 

for all the functions that can be given the form 

3. 

Before all else, it is now necessary to study the behavior of the function 
somewhat more closely. To this end, consider a closed line f passing through 
the branch points of the function, that divides the complex numbers into 
two regions. In each region, a given branch of the function is continuous 
and distinct from the other branches. Along the different portions of the 
boundary, different relations hold between the branches belonging to the 
two domains. To represent these conveniently, denote the linear expression 
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pt + qu, rt + su, formed from t, u via the system of coefficients S = (~ ;), 

by 
(S)(t, u). 

By analogy with Gauss's proposed name 'positive lateral unit' for +i, the 
positive side of a line with given direction denotes the side that lies in relation 
to the line as +i lies with respect to 1 (the left side, in the usual representation 
of the complex numbers). Thus x makes a positive circuit around the branch 
point a when it travels around a contour that encloses a region containing 
a and no other branch point, in the positive direction with respect to the 
direction from inside to outside the region. 

Suppose now that the line f!. passes through c, b, a in that order. In the 
region on the positive side of f!., let P', P" be two branches of the function, 
not in constant ratio. For another branch pili, the coefficient clll in the 
hypothesized relation 

c' p' + c" p" + clll pili = 0 

cannot vanish. Hence pili is a linear combination of P', P" with constant 
coefficients. Now suppose that P', P" pass into (A)(P', P"), (B)(P', P"), 
(C)(P', P") when x makes a positive circuit around a, b, c respectively. Then 
the periodicity of the function is fully determined by the coefficients of 
(A), (B), (C). 

There are, however, further relations between these coefficients. Let x run 
along the negative side of the line f!.. The functions P', P" must recover their 
original values, since the path describes in a negative sense the entire bound­
ary of a region, inside which the functions are single valued. This amounts to 
moving x from one of the values c, b, a to the next along the positive side, mak­
ing each time a positive circuit around this value. In this way (P', P") passes 
successively into (C)(P', P"), (C)(B)(P', P"), (C)(B)(A)(P', P"). Conse­
quently 

(1) (C)(B)(A) = (~ ~). 
This equation gives four conditions to be satisfied by the twelve coefficients 
ofA,B,C. 

For the discussion of the above conditions I restrict myself, to fix ideas, 
to the function p(a 

a' 
(3 "( ). 
(3' "(' x , 
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and so to the case Ci = 0, b = 00, C = 1. This does not essentially re­
strict the generality of the result. For the line f through 1, 00, 0, take the 
real must run from --00 to +00 in order to pass successively 
through c, b, Ci. Within the region on the positive side of this line, which 
comprises the complex numbers with positive imaginary parts, the compo­
nents pa, pa', pfJ, pfJ', p'Y, p'Y' of P, characterized above, are single valued. 
These components are determined up to constant factors depending on the 
choice of Ca, Ca', ... , c'Y" once P is given. The functions pa, pa' become 
paea27ri, pa' ea'27ri on a positive circuit of x around O. Likewise pfJ, pfJ' be­
come pfJ efJ27ri pfJ' efJ'27ri and p'Y p'Y' become p'Ye'Y27ri p'Y' e'Y'27ri on a positive , , , 
circuit of x around 00 and 1 respectively. Denote by pI the value taken by 
p after a positive circuit around O. If P = Capa + Ca' pa', then 

This pair of expressions has nonzero determinant, since by hypothesis, Ct - Ct' 
is not an integer. Hence pa, pa' can be expressed as a linear combination 
with constant coefficients of P, pI; and thus as a linear combination of pfJ, 
pfJ'; or p'Y, p'Y'. Now let 

and write briefly 

{ CtfJ CtfJ'} = (b) 
/'0/ /'0/ ' L<fJ L<fJ' 

Denote the inverse substitution of (b), (c) respectively by (b)-I, (C)-I. We 
obtain for the functions (pa, pa') the substitutions 

( A) = {ea~7ri ea?27ri}' ( B) = (b) {efJ~7ri efJ~7ri} (b) -1 , 

(C) = (c) {e'Y~7ri e'Y~7ri} (C)-I. 

From the equation (C)(B)(A) = (~ ~), since the determinant of a 

composite substitution is the product of the determinants of its components, 
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we have 

1 = Det(A)Det(B)Det(C) 

= e(a+a'+iJ+iJ'+'"Y+'"Y/)21riDet(b )Det(b )-1 Det( c)Det( C)-I. 

Since Det(b)Det(b)-I = 1, Det(c)Det(c)-I = 1, we have 

(2) a + a' + (3 + (3' + "( + "(' = integer, 

which agrees with the above hypothesis that this sum is 1. 
The three remaining relations contained in the equation 

(C)(B)(A) = (~ ~) 

give three conditions for (b), (c). This can be seen more easily in the following 
way. 

If x passes around 0 and then around 00 in a negative sense, the combined 
path yields a positive circuit around 1. The resulting value of pa is therefore 

a'"Ye '"Y21ri p'"Y + a'"Yl e '"Y/21ri p'"Yl 

= (aiJe -iJ21ri piJ + aiJl e -iJ/21ri piJl) e -a21ri . 

Multiply this equation by an arbitrary factor e-u1ri , and the equation 

by eU1ri , and subtract. Canceling a common factor, we obtain 

. , I' I 

a'"Y sin( 0" - "( )7re'"Y1rZ p'"Y + a'"Yl sin( 0" - "( )7re'"Y 1rZ p'"Y 

= aiJ sin( 0" + a + (3)7re-(a+iJ)1ri piJ + aiJl sin( 0" + a + (3')7re-(a+iJ/ )1ri piJl . 

Analogously, replacing a by a', we have 

, . I' I 

Cl!'"Y sin( 0" - "( )7re'"Y1rZ p'"Y + a~, sin( 0" - "(')7re'"Y 1rZ p'"Y 

= a~ sin( 0" + a' + (3)7re-(a'+iJ)1ri piJ + a~, sin( 0" + a' + (3')7re-(a'+iJ/ )1ri piJl , 

for arbitrary 0". Eliminating one of the functions, for example p'"Y1, from both 
equations by a suitable choice of 0", the resulting equations differ only by a 
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constant factor, since P,6/ p(31 is not constant. Hence this elimination of pl 
glves 

(3) 
0.(3 sin( a + (3 + ,1)1Te-mri 

(l'p sin( a.' + (3 + ,')1Te-ohri 

a(31 sin( a + + ,')1Te-mri 

a~1 sin( a' + (3' + ,')1Te-o/7fi . 

The analogous elimination of p, gives 

(4) 
a,' a(3 sin( a + (3 + ,)7re-ct7fi 

a~1 ap sin( a' + (3 + ,)7re-ol1Ti 
a(31 sin(a + (3' + ,)7re-01Ti 

apl sin( a' + (3' + ,)7re-ol1Ti . 

These are the four relations sought. From these we obtain the ratios of the 
quotients o~, or, 0;, 0;'. The equality of the two values of o~ : O~' obtained 0(3 0(31 0-y 0-yl 0(3 0(31 
from the second and fourth relations is readily seen to be a consequence of 
a + a' + (3 + (3' +, +,' = 1, with the help of the identity sin S7r = sin(l- S )7r. 

Thus each of the numbers o~, O~', ~, + is determined by anyone 0(3 0(31 0-y 0-yl 

of them, for example~. Now the three numbers apI, a~, a~1 are deter-

mined by the five numbers a(3, ap, a(3l, a" a,'. However, these five num­
bers depend, when P is given, on the factors that are still arbitrary in 
po, pOl, p(3, p(3l, pi, p,'; or rather, on their ratios. By an appropriate choice 
of these factors, these five numbers can take any finite values. 

4. 

The remark just made opens the way to the theorem that, in two P-functions 
with the same exponents, the corresponding components differ only by a 
constant factor. 

In fact, if H is a function with the same exponents as P, the five numbers 
a(3, a(3l, a" a,', ap can be given the same values for both functions. Now 
a p, a~, a~1 are also the same for both functions. Hence one has simultaneously 

Consequently, 

po po' _ pOl po _ Det(b)(p(3 p(3' _ p(31 p(3) 
1 1 - 1 1 

= Det(c)(P' Pi' - p,' Pi). 
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Of these three expressions the first, after multiplication by x-a - a ', obviously 
remains single-valued and finite at x = O. So does the second, multiplied by 
xf3+f3' = x-a - a '-'Y-'Y'+1, at x = 00; and the third, multiplied by (1 - x)-'Y-'Y', 
at x = 1. This holds for all three expressions when x has a value other than 
0,1,00. Consequently, the function 

(pa Pf' - pal pf)x-a - a ' (1- x)-'Y-'Y' 

is everywhere continuous and single-valued, and is thus a constant. Moreover, 
this function is 0 for x = 00, and must therefore be 0 everywhere. 

It follows that 

pal 
I 

pa 
I 

pal pa' 
pf3 f3' f3 f3' pa 

I PI af3PI + af3' PI I - -pf3 pf3' af3pf3 + af3' pf3' pa' 

PI' 1" I' 1" pa 
I PI a'YPI + a'Y'PI I -

PI' PI" a'YP'Y + aI" P'Y' pa 

The function PI / pa is accordingly single-valued. Moreover, the function 
must be finite everywhere-hence, as we wish to prove, a constant - if we can 
show that pa and pal cannot vanish together for a value of x distinct from 
0,1 and 00. 

To this end, we observe that 

pa dpa' _ pal dpa = Det(b) (Pf3 dpf3' _ pf3' dP(3) 
dx dx dx dx 

( dP'Y' , dPl') = Det(c) pI' ___ pI' _ . 
dx dx 

Consequently this function becomes infinitely small at 0,00,1 of orders a + 
a/ - 1, {3 + {3' + 1 = 2 - a - a' -,,/-,,/', "/ + ,,/' - 1 respectively. Elsewhere 
the function is finite and single valued. Thus 

is an everywhere finite and single-valued function, and is thus a constant. 
This constant is necessarily nonzero, for otherwise log pa -log pal is constant 
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and a = 0/, contrary to hypothesis. However, the constant would obviously 
be ° if po. and pal vanished simultaneously for an :r distinct from 0,1,00, 

since rt::xa
, d~;I, as derivatives of single-valued continuous functions, cannot 

become infinite. 
Thus po., pal cannot vanish simultaneously for a value of x distinct from 

0,1,00. Now the single-valued functions 

pa 
I 

pa 
Pal ;3 

I PI -pal p;3 

are finite everywhere, and indeed constant, as was to be proved. 
Suppose that two branches of a given P-function are not in constant 

ratio. From the above theorem, it follows that every P-function with the 
same exponents is a linear combination with constant coefficients of these 
branches. By the properties assumed in Section 1, the latter P-function is 
completely determined up to two constants linearly contained in it. These 
constants can easily be found from the values of the function for special 
values of the variable, most conveniently by taking the variable equal to one 
of the branch points. 

The question of whether a function exists, satisfying these conditions, 
admittedly remains unanswered. Since this will be resolved later through 
explicit representations of the function via definite integrals and hypergeo­
metric series, no special investigation is called for. 

5. 

Besides the possible transformations for all values of the exponents in Section 
2, the following transformations follow readily from the definition: 

(A) { o 00 1 } {-I 
P ° (3 , x =p , 

~ (3' " " 

00 
2(3 
2(3' 

where by the foregoing we must have (3 + (3' +, +,' = ~; 

(B) 

where, + " = ~ and p is an imaginary cube root of unity. 
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To get a convenient overview of all the functions that reduce to one an­
other with the help of these transformations, it is useful to introduce, in­

of the exponents, their differences. As proposed earlier, we denote by 
P( a - d, (3 - (3', , - all the functions of form 

x6(1 _ X)E P (a (3 , X). 
a' (3' " 

Here a - d, (3 - (3'" -,' may be called the first, second and third exponent 
differences. 

From the formulae in Section 2, it follows that in the function 

P(>.., I}', 1/, x) 

the quantities>.., Ji" 1/ may be arbitrarily changed in sign and permuted. The 
variable then takes one of the six values x, 1- x,~, 1-~, l~X' X~l' Of the 48 
P-functions obtained in this way, any group of 8 obtained by changing signs 
of >.., Ji" 1/ has the same variable. 

Of the transformations A and B given in this section, the first is applicable 
if one of the exponent differences is ~, or two of them are equal. The second 
is applicable when two exponent differences are ~, or all three of them are 
t~qual. By successive application of these transformations one obtains, each 
expressible in terms of the other, the functions: 

1. P (Ji" 1/, ~'X2), P(Ji" 21/, Ji" xd and P(I/, 2Ji" 1/, X3), where 

VI - X2 = 1 - 2XI, J 1 - 1 = 1 - 2X3, 
X2 

150 that 

II. P(I/, 1/, 1/, X3), P (1/, ~, ~'X2) ,P (~, 21/, ~'XI)' 

( 1 1 ) (1 1/ 1 ) (1/ 2 1/ ) 
P 3,1/, 3' X4 ,P 3' 2' 2' X5 ,P 2' 3' 2' X6 , 
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where 

hence 

1 3(p - p2)X3(1 - X3) 

X4 (p2 + X3)3 

x4(1 _ X4) = (p + X3)3(p2 + X3)3 = (1 - X3(1- X3))3 
27x~(1- X3)2 27x~(1- X3)2 

Further, by I, 

III. P (v, v, ~'X2) ,P(v, 2v, v, Xl)' 

where 

X3 = ~ (2 -X2 - ~) = 4X4(1 - X4), 
4 X2 

X2 = 4XI(1 - Xl). 

All these functions can be further transformed by the general transforma­
tions, and in this way their exponent-differences can be permuted arbitrarily 
and given arbitrary signs. 

Apart from the two transcendental functions II and III, if one exponent­
difference remains arbitrary, only the function P (v, !,!) = P(v, 1, v) admits 
a further repetition of transformations A and B. However, this leads to en­
tirely elementary formulae, since 
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o ~ X) = const. XV + const.' -v 

In fact, transformation B only applies to P(v, v, v) or P (~, v, ~); that is, 
only to the transcendental function II. However, transformation A can be 
repeated more often than in I, when one of the numbers J-l, v, 2J-l, 2v is ~, or 
one of the equations J-l = v, J-l = 2v, v = 2J-l holds. Of these hypotheses, 
I-L = 2v or v = 2J-l leads to transcendental functions II; J-l = v, or 2J-l = ~, or 
2v = ~, leads to transcendental functions III. Finally J-l = ~ or v = ~ leads 
to the function P (v,~, ~). 

To obtain the number of different expressions given by these transfor­
mations for each of the transcendental functions I-III, recall that in the 
P-functions above, we can admit as variables all roots of their defining equa­
tions. Each root belongs to a system of 6 values, which can be introduced as 
variables in place of one another by means of the general transformation. 

However, in Case I, the two values of Xl and X3, corresponding to a 
given X2, belong to the same set of 6 values. Hence each function I can be 
represented by P-functions via 6.3 = 18 different variables. 

In Case II, among the values of the variables corresponding to a given 
value of X5, the two values of X6 and X4, the 6 values of X3 and the 6 values of 
Xl, combined in pairs, lead to the same set of 6 values. The three values of 
X2 lead to three different systems of 6 values. So Xl and X2 each yield three 
systems, and X3, X4, X5, X6 each yield one system, of six values. Altogether 
there are 6.10 = 60 values through which each function II can be expressed 
via P -functions. 

Finally, in Case III, X3, the two values of X2, the two values of X4, and 
each pair of the four values of Xl, give a system of 6 values. Hence each 
of the functions III can be represented via P-functions of 6.5 = 30 different 
variables. 

In each P function, we can assign arbitrary signs to the exponent differ­
ences, without changing the variable, via the general transformation. Since 
no exponent difference is 0, a given function occurs in 8 distinct ways as a 
P-function of the same variable. The total number of these expressions is 
8.6.3 = 144 in Case I, 8.6.10 = 480 in Case II, and 8.6.5 = 240 in Case III. 
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6. 

If we change all the exponents of a P-function by integer amounts, the quan­
tities 

sin(a + (3 + '"'(')7re-mri sin(a + (3' + ,",(')7re-a 1l"i 

sin( a' + (3 + '"'(')7re-a '1l"i ' sin( a' + (3' + '"'(')7re-a '1l"i ' 

sin(a + (3 + ,",()7re-a 1l"i sin(a + (3' + ,",()7rCa 1l"i 

sin(a' + (3 + '"'()7re-a '1l"i' sin (a' + (3' + '"'()7re-a '7l"i 

in the equations (3), Section 3, are unchanged. 
If in the functions 

P (:' %' ~, x), PI (~~ ~~ ~~ x), 
the corresponding exponents al and a, and so on, differ by integers, one can 
take the eight numbers (a,Bh, (a~)I' (a,B')1, ... equal to the eight numbers 
a,B, a~, a,B', .... For, from the equality of any five, the equality of the three 
others follows. 

By the reasoning used in Section 4, we deduce that 

pa P~~ _ p a' Pfl = Det(b)(P,B pf~ - p,B' Pfl) 

= Det(c) (PI pi~ - pi' Pi1 ). 

Among the quantities a + a~ and al + ex', (3 + (3~ and (31 + (3', '"'( + 1'~ and 
1'1 + '"'(', denote by ii, /3,;Y the members of the pairs, which are smaller by a 
positive integer than the others. Then 

(pa P~~ _ p a' Pfl )x-d!(1- x )-1 

is a function of x that is single valued and finite at x = 0, x = 1 and all other 
finite values of x. However, this function becomes infinite at x = 00 of order 
-ii - ;y - /3, so that it is a polynomial F of degree -ii - /3 -;y. 

As before, denote the exponent differences a - a', (3 - (3', '"'( - '"'(' by A, j1, v. 
In regard to these, we see firstly that their sum varies by an even integer, 
if all exponents vary by an integer. For the sum exceeds the sum of the 
exponents, which remains equal to 1, by 

-2(a' + (3' + '"'('), 
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a quantity that changes by an even integer. However, the exponent differences 
can vary by any integers whose sum is even. Denote now al - a~, (31 - (3~, 

11 - ,~ by AI, PI, VI and write ~A, ~P, ~v for the absolute values of the 
differences A - AI, P - PI, V - VI. In the pair of numbers a + a~ and a ' + aI, 
the one that is the positive amount ~A smaller than the other is equal to 

Hence 

and likewise 

_ ~A a + a~ + a ' + al 
-a = - - ---"-----

2 2 ' 

-(3- = ~P - (3 + (3~ + (3' + (31 
22' 

_ ~v , +,~ +,' + ,1 -,= --
2 2 

The degree of the polynomial F, which is equal to the sum of these numbers, 
is thus 

7. 

Now let 

p(a 
a ' 

be three functions in which the corresponding exponents differ by integers. 
From the above theorem, via the identity 

pa(pal p'a~ _ pa~ P'(2) + pal (P'a2 pal _ p'a~ pa) 
12 12 12 2 

+ p;2 (pa P~~ _ pal Pfl) = 0, 

we obtain the important result that between their corresponding terms, a 
linear homogeneous equation holds whose coefficients are polynomials in x. 
Thus 
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"For a family of P-functions whose corresponding exponents differ by 
integers, anyone may be expressed as a linear combination of any given pair, 
with rational functions of x as coefficients. 

A particular consequence of the method of proof of this result is that the 
second derivative of a P-function can be expressed as a linear combination 
with rational coefficients of the function and its first derivative. Thus the 
function satisfies a second order linear homogeneous differential equation. 

To simplify the derivation, we restrict ourselves to the case r = 0: by 
Section 2, the general case easily reduced to this case. We set P = y, 
pet = y', pet' = y". Then the functions 

d " dy' ,y " y -y--
d log x d log x ' 

d2y' d2y" " , --,---,.- y - Y 
d(log X)2 d(log X)2 ' 

dy' d2y" dy" d2y' 

d log x d(log x)2 dlog x d(1og X)2' 

multiplied by x-et-et' (1- x )-1"+2, are finite and single valued for finite x, and 
infinite of order 1 for x = 00. Moreover, the first product vanishes of order 
1 at x = 1. Hence for 

y = const.' y' + const." y" 

we have an equation of form 

(1 - x) d(l~:X)2 - (A + Bx) dl~~X + (A' - B'x)y = O. 

Here A, B, A', B' are constants yet to be determined. 
By the method of undetermined coefficients, one can expand the solution 

of this differential equation, up to x = 1, in increasing or decreasing powers, 
as a series 

LanXn. 

The exponent f.1 of the first term in the first case, where it is the lowest 
exponent, is determined by the equation 

f.12 - Af.1 + A' = O. 
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In the second case, where it is the highest exponent, IL is determined by the 
equation 

IL2 + BIL + B' = o. 
The roots of the first equation must be a and a', and those of the second 
equation -(3 and -(3'. Consequently 

and the function 

A = a + a', A' = aa' 

B = (3 + (3', B' = (3(3', 

p (a (3 0 ) 
a' (3' " x = y 

satisfies the differential equation 

(1 - x) d(I~YX)2 - (a + a' + ((3 + (3')x) dl~~X + (aa' - (3(3'x)y = O. 

Now the coefficients can successively be determined via the recursion 
formula 

anH (n + (3)(n + (3') 
an (n + 1 - a)(n + 1 - a') 

which is satisfied by 

const. 
~= . 

IT(n - a)IT(n - a')IT( -n - (3) IT ( -n - (3') 

Thus the series 

xn 
y = const. ~ =-:,...----:-=--:---:-=-:-------::-:-=--:-----:-:-

~ IT(n - a)IT(n - a')IT( -n - (3)IT( -n - (3') 

where the exponents commence with a or a' and increase by unity; or when 
the exponents commence with -(3 or -(3' and decrease by unity, are solutions 
of the differential equation. Indeed they are the particular solutions denoted 
above by pa, pal, pf3, pf31 respectively. 

Gauss denoted by F( a, b, c, x) a series in which the quotient of term num­

ber n + 2 by the preceding term is ~~:~~~~:~~ x, and the first term is 1. Fol­
lowing Gauss, our result in the simp est case a = 0 can be expressed as 

pa (~, ; ~, x) = const. F((3, (3',1 - a', x) 
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or 

F(a,b,c,x)=pa(l~C ~ c-~--b x). 
From this result we easily obtain an expression for the P-function as a 

definite integral, on replacing the II-functions by an Euler integral of second 
type in the general term of the series. We then interchange the order of 
summation and integration. In this way we find that the integral 

taken from one of the four values 0, 1, ~,oo to another of these values, along 
an arbitrary path, gives a function 

( a (3 , ) 
P ex' (3' " x . 

Moreover, by a suitable choice of the limits of integration and the path be­
tween them, the integral represents each of the six functions pa, pf3, ... , PI" . 
However, one can show directly that this integral has the characteristic prop­
erties of such a function. This will be seen in the sequel, where this expression 
for the P-function as a definite integral will be used to determine the factors 
that still remain arbitrary in pa, pc.' , . ... Here I remark only that to make 
this expression applicable in general, we need to modify the path of integra­
tion when the integrand becomes infinite for one of the values 0, 1, ~,oo, in 
a manner that precludes integration up to this value. 

8. 

Recall the equation obtained in Sections 2 and 7, 

pa (a (3 , x) = xa(l_x)'Ypa (0 (3+a+, 0 x) 
ex' (3' " a' - a (3' + a +, ,'-, 

= Const. xa(l - xp F((3 + a +" (3' + a +" a - a' + 1, x). 

We see from this that any function represented via the P-function likewise has 
an expansion as a hypergeometric series in ascending powers of the variable. 
From Section 5, there are 8 representations of a function via P-functions with 
the same variable, obtained by permuting its exponents. Thus, for example, 
there are 8 representations with the variable x. Among these, however, any 
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two obtained by interchanging the second pair, f3 and (-]', yield the same 
expansion. Hence, we obtain four expansions in increasing powers of x. Two 
of these, obtained from one another by interchanging I, ,represent the 
function po.; the other two represent pa!. These four expansions converge as 
long as x has modulus < 1, and diverge when the modulus exceeds 1. The 
four series in decreasing powers of x, representing pf3 and pf3!, behave in the 
opposite way. 

In the case when the modulus of x is 1, it follows from the Fourier series, 
that these series cease to converge at x = 1, if the function becomes infinite 
nt x = 1 or order higher than 1. On the other hand, the series remains 
convergent at x = 1 when the function becomes infinite there of lower order 
than 1, or remains finite. In this case, then, only half of the 8 expansions in 
powers of x converge if the real part of I' - I does not lie between -1 and 
1. In the contrary case, all these expansions converge. 

Thus in general one has 24 different hypergeometric series that represent 
a P-function, that contain ascending or descending powers of three different 
variables. For a given value of x half of these, that is 12, converge. In Case 
I of Section 5, all these numbers are to be multiplied by 3; in Case II, by 
10; in Case III, by 5. For numerical calculation, the most convenient choice 
from these series is usually the one for which the fourth element has least 
rnodulus. 

Regarding the expressions of a P-function via definite integrals that can 
be derived from the integrals of Section 7 using the transformation of Section 
5, these expressions are all distinct. Hence one obtains in general 48, in Case 
I, 144, in Case II, 480 and in Case III, 240 definite integrals which represent 
the same term of a P-function, and therefore have ratios that are indepen­
dent of x. Among these integrals, groups of 24, which are obtained from 
one another by an even number of interchanges of exponents, can also be 
transformed into each other as follows. We employ a substitution of degree 
1, chosen so that for three given values among 0,1,00, ;. of the integration 
variable s, the new variable takes the values 0,1,00. The remaining equa­
tions, as far as I have investigated them, require transformations of multiple 
integrals, if they are to be established by the methods of integral calculus. 

75 



IV. Contributions to the theory of the functions etc. 

76 



Riemann, Collected Papers 

v. 

Author's announcement of the preceding paper. 

(Gottinger Nachrichten, 1857, no. 1) 

On 6th November, 1856 a mathematical memoir entitled "Contributions 
to the theory of functions represented by the Gauss series F(a, (3, ,",(, x)" was 
submitted to the Royal Society, by its assessor, Dr. Riemann. 

This memoir deals with a class of functions which are used for solving 
many of the problems of mathematical physics. The series formed from them 
perform the same roles in the more difficult problems as are served in the 
easier ones by the trigonometrical series, now so frequently employed, which 
proceed in terms of sines and cosines of multiples of a variable. 

These applications, particularly in astronomy, appear to have led Gauss­
following Euler who had already frequently concerned himself with these 
functions because of their theoretical interest-to undertake his researches 
into the series which he denoted by F( a, (3, ,",(, x). A part of these researches 
was published in the form of a memoir in the 1812 Journal of the Royal 
Society. 

The series is one in which the quotient of term number n + 2 by the 
preceding term is equal to 

(n + a)(n + (3)x 
(n + l)(n + '"'() 

and the first term is 1. The name hypergeometric series now usual was 
earlier proposed by Johann Friedrich Pfaff for a more general type of series 
in which the above quotient is a rational function of the index; whereas Euler, 
following Wallis, understood by this name a series in which this quotient is 
a polynomial of degree 1 in the index. 

The unpublished part of Gauss's researches on this series, which were 
found among his posthumous papers, had meanwhile already been supple­
mented in 1835 by the work of Kummer in Vol. 15 of Crelle's Journal. This 
work relates to expressions of the series by similar ones in which the vari­
able x is replaced by an algebraic function thereof. A special case of such 
a transformation had already been discovered by Euler and had been han­
dled in his treatise on integral calculus as well as several of his papers (in 
the simplest form in the N. Acta Acad. Petr., XII, p. 58). This relation 
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was later proved in different ways by Pfaff (Disq'uis. anal. H elmstadii 1797), 
Gudermann (Grelle's 1., voL7, p. 306) and Jacobi. Kummer succeeded in 
devising a procedure based on Euler's method by means of which all the 
transformations could be found, but the detailed implementation required 
such lengthy discussion that he refrained from considering transformations 
of third degree, confining himself to a complete treatment of first and second 
degree transformations and their compositions. 

In the memoir announced here, the author studies these transcendental 
functions by a method whose principle was described in his inaugural dis­
sertation (Section 20) and which yields all the earlier results almost without 
calculation. He hopes soon to be able to submit to the Royal Society some 
further results found by the same methods. 
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VI. 

The Theory of Abelian Functions. 

(Borchardt's Journal fur reine und angewandte Mathematik, vol. 54, 1857.) 

1. 

General assumptions, and methods for the study of functions of 
unbounded variables. 

My aim is to present to the readers of the Journal fur Mathematik the 
results of some investigations into various transcendental functions, in par­
ticular Abelian functions. To avoid repetition, it is worthwhile to summarize, 
in a separate section, the general assumptions from which my treatment pro­
ceeds. 

To represent the independent variable, I always use the now well-known 
geometrical representation of Gauss, in which a complex number z = x+yi is 
represented by the point on an infinite plane, whose rectangular coordinates 
are x and y. I denote the complex numbers and the points representing them 
by the same letters. I regard as a function of x + yi every complex quantity 
w which satisfies the equation 

without assuming an expression for w in terms of x and y. It follows from 
this differential equation, by a known theorem, that the quantity w can be 
expressed as the sum of a series in increasing integer powers of z - a, of the 

00 

form L an{z - at, as long as w, in the neighborhood of z = a, has a single 
n=O 

determinate value which varies continuously with z. This representation 
extends up to a distance, measured by Iz-al, at which a point of discontinuity 
is encountered. 

It ensues from the considerations, which constitute the basis of the method 
of undetermined coefficients, that the coefficients an are completely defined 
once w has been given along a finite segment of a line emanating from a, no 
matter how small. 
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By combining these two ideas, one can easily convince oneself of the truth 
of the following proposition: 

A function of x +yi given in one part of the (x, y) plane can be continued 
beyond the boundaries of this region in a continuous fashion in only one way. 

Let us now imagine that the function to be studied is defined, not by 
any analytical expressions or equations containing z, but rather through its 
value being given in a limited region of the z-plane and that w is extended 
continuously while satisfying the partial differential equation: 

.ow ow 
~ ox = oy' 

This extension is, thanks to the above-mentioned theorems, completely de­
terminate, on the assumption that the prolongation is carried out along a 
strip of finite width rather than a mere line (where a partial differential 
equation could not apply). Depending on the nature of the function con­
cerned, either the function will always assume the same value for a given 
value of z, irrespective of the path along which the prolongation is effected, 
or else it will not. In the former case I shall call the function single-valued; 
it is then a function which, for every value of z, has a well-defined value and 
is never discontinuous along a line. In the latter case the function may be 
said to be multi-valued, and here to understand its behaviour it is necessary 
above all to focus attention on certain points of the z-plane around which 
one function changes into another. An example of such a point is the point 
a for the function log( z - a). Suppose an arbitrary line be drawn from this 
point a, then in the neighborhood of a the value of this function can always 
be chosen so that it varies continuously except on the line itself. On either 
side of the line, however, the function assumes different values, its value on 
the negative l side being 27ri greater than its value on the positive side. The 
prolongation of the function across the line, for example from the negative 
side, then obviously results in a function different from the initial one, and 
in this case one whose value is everywhere 27ri greater. 

To simplify the description of these relationships, the different prolonga­
tions of a given function in a given region of the z-plane will be called branches 
of the original function and a point around which one branch continues into 

1 Following the example of Gauss, who has proposed the lateral unit 
for +i, I shall designate a sideways direction as positive, in,relation to a given forward 
direction, if it bears the same relation to it as +i does to l~l:~' 

"!II,,, " 
,',:~(~ 
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another a branch-point of the function. Where no branching occurs, the 
function is said to be single-valued or monodromic. 

A branch of a function of severalindependent variables, z, s, t, ... is said 
to be single-valued in the neighborhood of a system of values z = a, S = b, 
t = c, ... , if for all the combinations of values up to a finite distance from 
these (or in other words if Iz - ai, Is - bl, It - cl, ... are all less than a definite 
finite number), the branch concerned has a well-defined value which varies 
continuously with the variables. A branch point or point around which one 
branch continues into another is defined, in the case of a function of several 
variables, by a set of particular values of the independent variables. 

By one of the theorems quoted above, this property of single-valuedness in 
a function is equivalent to that of its develop ability in a series of ascending 
or descending integral powers of the incremental changes in value of the 
variables. However, it seems inappropriate to express properties independent 
of the mode of representation, by criteria based on a particular expression 
for the function. 

In many investigations, notably in the study of algebraic and Abelian 
functions, it is advantageous to represent the branching of a multi-valued 
function geometrically in the following way. Over the (x, y) plane, we spread 
another surface like an infinitely thin membrane covering only that region 
of the plane in which the function has been defined. When the domain of 
existence of the function is extended, the surface is likewise extended. In a 
region of the plane where there are two or more different prolongations of 
the function, the surface will have two or more layers; it will be composed of 
superimposed sheets, one sheet for each branch. Around a branch point one 
sheet of the surface continues into the next, and in the neighborhood of the 
branch point the surface may be considered as a helicoidal surface whose axis 
goes through the point perpendicular to the (x, y) plane and whose pitch is 
infinitely small. If the function resumes its original value after completing 
a number of turns around the branch point (as for example in the case of 
(z - a)m/n, with m and n relatively prime natural numbers, after n circuits 
of z around a), then admittedly we must assume that the uppermost sheet 
of the surface passes into the lowest sheet through the others. 

The multi-valued function has, for every point on such a surface that rep­
resents its branching, one well-defined value, and can therefore be regarded 
as a completely determined function of position on this surface. 
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2. 

Theorems of analysis situs for the theory of the integral of a 
complete differential with two terms. 

In the study of functions arising from the integration of total differentials, 
a few theorems belonging to analysis situs are almost indispensable. The 
name analysis situs was given by Leibnitz to a branch of knowledge--perhaps 
with not quite the same meaning as here-concerned with that part of the 
theory of continuous quantities not based on their existence independently 
of position and on measurement of one quantity against another, but on 
positional and situational relationships that are independent of relative size. 

I reserve for the future a treatment of this subject that avoids measure­
ment entirely. Here I restrict myself to an exposition in a geometrical guise 
of theorems necessary for the integration of a complete differential with two 
terms. 

Let T be a given surface spread simply or multiply over the (x, y) plane2 , 

and let X, Y be continuous functions of position on this surface, such that 
X dx + Y dy is a complete differential. Thus 

It is well-known that the contour integral 

!(XdX + Ydy), 

is zero when taken in a positive or negative sense around part of T. That is, 
the integral is taken over the entire boundary in the same direction (positive 
or negative) in relation to the outward normal (see the footnote on p. ). For 
this integral is equal, in the former case, to the integral 

! (ay _ ax) dT 
ax ay 

over this part of T. In the latter case, the sign changes. The integral 

!(XdX+ Ydy) 

2See above, p. 
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therefore has the same value when evaluated over two different paths leading 
from one fixed point to another, if these two paths together form the complete 
boundary of a piece of the surface T. Accordingly, if every closed curve 
interior to T forms the complete boundary of a piece of T, then the integral 
from a fixed initial point to one and the same end-point always has the same 
value and represents a function of the position of the endpoint, everywhere 
continuous in T, independent of the path of integration. This gives rise to a 
classification of surfaces into simply connected surfaces, in which every closed 
curve forms the complete boundary of a part of the surface (for example a 
disc), and multiply connected surfaces for which this is not true (for example 
the annular surface bounded by two concentric circles). A multiply connected 
surface can always be cut up into simply connected pieces (see the illustrated 
examples at the end of this section). As this operation is very useful in the 
study of integrals of algebraic functions, we shall give a brief summary of the 
relevant theorems, which hold for arbitrary surfaces in space. 

Suppose that two systems of curves a and b in a surface F, taken together, 
form the complete boundary of a part of this surface. Then any other system 
of curves which, together with a, forms the complete boundary of a part of 
F has the property that, together with b, it forms the complete boundary of 
a part of the surface which is composed of the two former portions of surface 
joined together along a (their sum or difference, depending on whether they 
lie along the opposite or the same sides of a). The two systems of curves 
therefore both play the same role in providing a complete boundary for a 
part of F, and for this purpose either system can be substituted for the 
other. 

lfn closed curves aI, a2, ... , an can be drawn in a surface F which neither 
8cparately nor in combination form the complete boundary of this surface, 
but which taken in combination with any other closed curve constitute the 
complete boundary of a part of F, then the surface F is said to be n + 1 times 
connected. 

This character of the surface does not depend on the choice of the system 
of curves aI, a2, . .. ,an. For any n other closed curves bI , b2, ... ,bn which are 
insufficient to form the complete boundary of a part of this surface, when 
taken together with any other closed curve, will form the complete boundary 
of a part of F. 

Indeed, since bI together with the lines a form the complete boundary of 
f1, part of F, one of the curves a can be replaced by bI and the remaining 
n -11eft unchanged. These new n lines together with another, say b2 , suffice 
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to form the complete boundary of a part of F. We can replace the n 1 
curves a, and b1 , by b1, and n - 2 of the remaining curves a. When, as is 
here supposed, the curves b do not form the complete boundary of a part of 
F, then clearly the process can be repeated until all the curves a have been 
replaced by the curves b. 

Ann + 1 times connected surface F can be converted into an n times 
connected surface F' by a transverse cut, that is a line starting from a point 
on the boundary of the surface, ending on another point of the boundary, and 
lying interior to the surface. The new edges of the pieces of surface which 
result from the operation of cutting count as a part of the boundary during 
any further dissection. Accordingly, a transverse cut can never cross a point 
of the surface more than once, though it may end in one of its earlier points. 

As the lines aI, a2, . .. ,an do not suffice to form the complete boundary of 
a part of F, it necessarily follows that if we visualize F as being cut up into 
pieces by these lines, the portion of the surface F lying on the left hand side 
of an, likewise the portion on the right, must have boundary lines different 
from those of a and hence belonging to the boundary of F. We can therefore 
draw a line in either of these parts of the surface from a point on the curve 
an to the boundary of F, which does not intersect any of the curves a. These 
two lines q' and q" together form a transverse cut q in the surface F which 
fulfills our objective. 

In fact the lines aI, a2, ... ,an-l are closed curves lying within the interior 
of F ' , the surface resulting from the operation of making the transverse cut. 
Taken together, they are insufficient to form the complete boundary of a part 
of F, or indeed of F'. Every other closed curve £ interior to F ' , however, 
forms in conjunction with these n - 1 lines the complete boundary of a 
part of F'. For the line £ together with the complex consisting of the lines 
aI, a2, ... ,an forms the complete boundary of a part f of F. Now it can be 
shown that the line an cannot be a part of this boundary because, if it were, 
q' or q", depending on whether f were on the left or right of an, would cross 
the interior of f to reach a point of the boundary of F, which is a point 
outside f. Thus it cuts the boundary of f, contrary to the hypothesis that 
£ and the complex a of lines (with the exception of the point of intersection 
of an and q) always remain interior to F'. 

Accordingly, the surface F' into which F is converted by the transverse 
cut q is, as the theorem requires, n times connected. 

It will now be proved that the surface F is converted into an n times 
connected surface F' by any transverse cut p which does not cut F into two 
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separate pieces. If the two portions of surface on either side of the transverse 
cut are still connected together, then we can draw a line b interior to the 
surface which starts from a point on the transverse cut and returns to this 
starting point from the other side of the cut. This line b is a closed curve 
interior to F which cannot be the complete boundary of either of the two 
pieces of surface into which it divides F. For the transverse cut leads from 
b, on either side, to a boundary point. We can therefore replace one of the 
curves a by the curve b and each of the remaining n - 1 curves a by a curve 
interior to F' and, if necessary, by the curve b. We can thus show by the 
reasoning used earlier that F' is n times connected. 

Hence an n + 1 times connected surface is transformed into an n times 
connected surface by any transverse cut which does not cut the surface into 
separate pieces. 

The surface obtained by making a transverse cut can be further cut up by 
making a new transverse cut. By repeating the operation n times, an n + 1 
times connected surface can be transformed, by n successive transverse cuts 
that do not cut off a piece, into a simply connected surface. 

To apply this treatment to a surface which has no boundary, in other 
words a closed surface, it must first be transformed into one with a bound­
ary by excluding an arbitrary point, so that the first cross-cut is a closed 
curve which begins and ends in this point. The outer surface of a torus, 
for example, which is a triply connected surface, can be transformed into 
a simply connected surface by a closed curve drawn on the surface and a 
transverse cut. 

We now apply this decomposition of multiply connected surfaces into 
simply connected surfaces to the integration of the complete differentials 
of the form X dx + Y dy, discussed at the start of the section. Suppose 
that the surface T, spread over the (x, y)-plane, throughout which X, Yare 
everywhere continuous functions of position satisfying the equation 

is n times connected. Then it can be transformed into a simply connected 
surface T' by making n transverse cuts. The value of the line-integral of 
X dx + Y dy calculated from any initial fixed point, along a curve interior to 
T', then depends only on the position of the end-point and may be regarded 
as a function of its coordinates. If we substitute x, y for these coordinates, 
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we obtain a function 

Z = .!(XdX + Ydy) 

of :1: and y which has a definite value for every point of T 1 , and is everywhere 
continuous within T', but in general will change in value by a constant across 
a line leading from one nodal point of the system of cuts to another. The 
variations across the transverse cuts depend on independent variables equal 
in number to the number of cuts. For if we run through the system of cuts 
backwards-the later parts first-the variations are everywhere well-defined 
once the value at the beginning of each transverse cut is given; the latter 
values are however independent of each other. 

In order to elucidate what is meant by the n times connected surfaces 
defined above (p. , ), the following illustrations give examples of simply, 
doubly and triply connected surfaces. 

Figure 1: a simply connected surface 

The surface in Figure 1 is separated into two pieces by any transverse 
cut, and any closed curve in the surface forms the complete boundary of a 
part of the surface. 

The surface in Figure 2 is transformed into a simply connected surface by 
any transverse cut q which does not cut off a piece. Any closed curve, with 
the curve a adjoined, forms the complete boundary of a part of the surface. 

In Figure 3, every closed curve, with the adjunction of the curves al and 
a2, forms the complete boundary of a part of this surface. Every transverse 
cut which does not cut off a piece of the surface transforms the surface into a 
doubly connected surface, and two such transverse cuts ql and q2 transform 
it into a simply connected surface. 
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Figure 2: a doubly connected surface 

Figure 3: a triply connected surface 

In the regions CY, /3", b of the plane the surface in Figure 4 has two sheets. 
The sheet containing the curve al is to be regarded as passing underneath 
the other sheet, as indicated by the dotted lines. 

3. 

Determination of a function of a complex variable by boundary 
conditions and discontinuity conditions. 

If, in a plane in which the rectangular coordinates of a point are x, y, the 
value of a function of x + yi is given for the points of a finite line, then the 
function can be extended continuously beyond this line in only one way and 
consequently the function is determined throughout its domain (see above, 
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Figure 4: a triply connected surface 

p. ). It cannot, even on this line, be assigned arbitrary values if it is to 
be capable of continuation on both sides of the line into the adjacent parts 
of the surface. For its values on any segment of this line, no matter how 
small, define the function on the rest of the line. Thus, in this method of 
determining a function, the conditions which serve to determine it are not 
independent. 

A fundamental requirement in studying a transcendental function is, 
above all, a set of independent conditions sufficient to define the function. In 
many cases, notably integrals of algebraic functions and their inverse func­
tions, there is a principle which Dirichlet employed for this purpose. Probably 
inspired by a similar idea of Gauss, he applied this principle to a function of 
three variables satisfying Laplace's partial differential equation in his lectures 
over several years on forces obeying an inverse square law. 

For our application to the theory of transcendental functions, one partic­
ular case is needed, to which the principle in its simplest form is inapplicable. 
In Dirichlet's context this case can be neglected as one of lesser importance. 
This is the case where the function, at certain places in the domain where 
it must be determined, has prescribed discontinuities. This means that at 
every such place, the function must satisfy the condition that it becomes dis­
continuous in the same manner as a given discontinuous function, differing 
from it by a function continuous there. I shall state the principle in the form 
required for the application envisaged. Perhaps I may refer, in regard to some 
related researches, to the account in my doctoral dissertation (Foundations 
for a general theory of functions of a complex variable, Gottingen 1851). 
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Let us suppose that an arbitrarily bounded surface T is spread over the 
(x, y) plane simply or multiply, and let two real functions of x, y, denoted by 
0: and f3, be given uniquely at each point of T. Denote by 0(0:) the integral 

J {( ao: _ af3)2 + (ao: + af3)2} dT 
ax ay ay ax 

extended over T, where the functions 0: and f3 can have arbitrary disconti­
nuities provided that the integral does not become infinite. Now 0(0: - A) 
remains finite if A is everywhere continuous with finite partial derivatives. If 
this continuous function A is subjected to the condition that it differ from a 
discontinuous function 'Y only in an infinitely small part of the surface T, then 
0(0: - A) tends to infinity if'Y is discontinuous along a line, or discontinuous 
at a point in such a way that 

becomes infinite (my inaugural dissertation, Section 17). However, 0(0: - A) 
remains finite if 'Y is discontinuous only at isolated points and so that 

taken over T, remains finite, for example, when in the neighborhood of a 
point, at a distance r from it, 'Y = (-logr)E, 0 < E < 1/2. For brevity, we 
say that a function permitted for A, not affecting the finiteness of 0(0: -
A), is discontinuous of the first kind. A function without this property is 
discontinuous of the second kind. Consider now the expression 0(0: - IJ), 
where IJ is a function which vanishes at the boundary and is continuous, 
or discontinuous of the first kind. This integral is always finite but, by its 
nature, can never be negative; and it must therefore at least once, say for 
0: - IJ = u, assume a minimum value. Hence 0, for every function 0: - IJ 
differing infinitely little from u, must be greater than O(u). 

If therefore a denotes an arbitrary function of position in the surface T, 
continuous or discontinuous of the first kind, which vanishes everywhere on 
the boundary, and h denotes a quantity independent of x, y, then O(u + ha) 
is greater than O(u) for all small enough positive and negative values of 
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h. Consequently the coefficient of h, in the expansion of this expression in 
powers of h, is O. If this coefficient is 0, then 

and hence D is always a minimum. This minimum occurs only for one func­
tion u; because ifthere were another minimum for u+a, then D(u+a) could 
not exceed D(u), otherwise 

with an h < 1. If, however, D(u+a) = D(u) then a must be a constant and, 
since it vanishes on the boundary, must be zero. Thus the integral D has a 
minimum only for one function u. As for the variation of the first order, the 
term in D( u + ha) proportional to h, we have 

2h J dT {(8U _ 8/3) 8a + (811, + 8/3) 8a} = O. 
8x 8y 8x 8y 8x 8y 

It follows from this equation that the integral 

J ((8/3 8U) (8/3 811,) ) -+- dx+ --- dy , 
8x 8y 8y 8x 

taken over the whole boundary of a part of T, vanishes. If we now convert T, 
if it is multiply connected, into a simply connected surface T' (in the above 
manner), then by integrating from a fixed point to the point (x, y) along a 
path interior to T', we obtain a function of x, y, 

J {(8/3 811,) (8/3 811,) } v = 8x + 8y dx + 8y - 8x dy + const. 

Now v is either continuous in T' or discontinuous of the first kind, and changes 
in value across a transverse cut by finite amounts which are constant between 
the nodes of the network of cuts. The function v = /3 - v now satisfies the 
equations 

8v 811, 8v 811, 
8x 8y' 8y 8x' 
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Consequently u + vi is a solution of the differential equation 

() 

oy + 
a 

-z- + ax =0 

a,nd is a function of x + yi. 
We thus obtain the following theorem, stated in Section 18 of my disser­

tation: 
Let T be a surface which is transformed into a simply connected surface 

T' by transverse cuts, and let 0: + (3i be a given complex function of x, y on 
T such that the integral 

--- + -+- dT J { (00: 0(3) 2 (00: 0(3) 2} 
ax oy oy ax 

e.7:tended over the whole surface has a finite value. Then this function can be 
tmnsformed, in only one way, into a function of x + yi, by subtraction of a 
function fl + vi of x, y having the following properties: 

1. fl = 0 on the boundary except possibly at isolated points; v is given 
arbitrarily at a single point; 

2. The variations of fl in T and of v in T' are discontinuous only in 
isolated points and such that 

and 

taken over T, remain finite. The variations of v are the same on each edge 
of the transverse cuts. 

When the function 0: + (3i, at those points where its derivatives become 
infinite, is discontinuous in the same manner as a given discontinuous func­
tion of x + yi, and has no discontinuity which can be removed by altering its 
vttlue at isolated points, then 0(0:) remains finite and fl + vi is everywhere 
continuous in T'. This is because a function of x + yi can never have certain 
kinds of discontinuity (for example, discontinuities of the first kind) at such 
points (my dissertation, Section 12) and so the difference between two such 
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functions must be continuous, provided that it is not discontinuous of the 
second kind. 

Thus, by the theorem which has just been proved, a function of x + yi 
can always be found which, ignoring the discontinuities of the imaginary 
part across the transverse cuts, has prescribed discontinuities interior to T, 
and whose real part has arbitrarily prescribed values along the boundary; 
always assuming that at any points where the derivatives become infinite 
the prescribed discontinuity must be the same as that of a given function of 
x + yi. The conditions at the boundary could, as is easily seen, be put into 
various other forms without essentially affecting the conclusions which have 
been drawn. 

4. 

The theory of Abelian functions. 

In the work which follows, I have treated the Abelian functions by a method 
whose principles were laid down in my inaugural dissertation, and in a some­
what altered form described in the three sections above. To provide an overall 
view, I begin by briefly summarizing the material. 

The first part contains the theory of a system of equivalently branching 
algebraic functions and their integrals in so far as this can be developed with­
out the theory of O-series. In Sections 1 to 5, we consider the determination 
of these functions by means of their branching type and discontinuities. In 
Sections 6 to 10, we study their representations as ratios of functions of two 
variables connected by an algebraic equation. In Sections 11 to 13, we dis­
cuss the transformation of such expressions by rational substitutions. This 
study leads to the concept of a class of algebraic equations whose members 
can be transformed into one another by rational substitutions, which may 
be important in other researches. The transformation of an equation of this 
kind into an equation of its class of lowest possible degree (Section 13) may 
likewise be useful in other circumstances. Lastly, in Sections 14 to 16, in 
preparation for Part 2, we deal with the application of Abel's addition the­
orem for an arbitrary system of everywhere finite integrals of equivalently 
branching algebraic functions to the integration of a system of differential 
equations. 

In the second part, we study a system of everywhere finite integrals of 
equivalently branching, 2p + 1 times connected algebraic functions. We ex­
press the inverse functions of Jacobi in p variables by means of p-fold infinite 
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B-series of the form: 

-00 -00 

Here the summation in the exponent is taken over J-l and J-l'; the outer sum­
mation is taken over mI, ... , mp. 

It turns out that for the general solution of this problem, when p > 3, a 
special class of B-series suffices, in which there are ~ (p - 2)(p - 3) relations 
between the ~ p(p + 1) numbers a, so that only 3p - 3 of them are arbitrary. 
This part of the memoir constitutes at the same time a theory of this special 
class of B-functions. We exclude general theta functions, but they can be 
treated by an entirely similar method. 

Jacobi's inversion problem, of which a solution is given here, has already 
been solved in several different ways for hyperelliptic integrals through the 
persistent efforts of Weierstrass, which have been crowned with such success. 
A survey of his work has appeared in Crelle's Journal (vol. 47, p. 289). 
However, until now the only parts of that investigation which have been 
worked out fully are those mentioned in Sections 1 and 2 and the first half of 
Section 3 relating to elliptic functions (vol. 52, p. 285 of Crelle's Journal). 
The extent to which there is agreement between the later stages of that work 
and mine presented here, not only in the results but in the methods used to 
derive them, will to a large extent emerge only when the promised exposition 
a.ppears. 

The present work, with the exception of the last two sections, 26 and 
27, whose subject-matter could be touched upon only briefly in my lectures, 
is based on a part of my lectures in Gottingen from Michaelmas 1855 to 
Michaelmas 1856. As regards the discovery of particular results, those in 
Sections 1 to 5, 9 and 12, and the necessary preliminary theorems which I 
had to elaborate for my lectures in the manner explained in this memoir, were 
found in autumn 1851 and the beginning of 1852 in the course of researches 
into the conformal representation of multiply connected surfaces. I was, 
however, diverted from these investigations by another matter. It was not 
until Easter 1855 that I resumed my research, and during the Easter and 
Michaelmas vacations progressed as far as Section 21; the remaining sections 
were added by Michaelmas 1856. Some complementary results were added 
in various places while writing up the work. 
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Part 1. 

1. 

If s is the root of an irreducible equation of degree n, whose coefficients 
are polynomials of degree m in z, then to every value of z correspond n 
different values of s which vary continuously with z everywhere except when 
they become infinite. If, therefore, the branching of this algebraic function is 
represented by an unbounded surface T (as on p. ) spread over the z-plane, 
this surface will have n sheets in every part of the plane, and s will be a 
single-valued function of position on this surface. An unbounded surface can 
be regarded either as one whose boundary is infinitely far away or as a closed 
surface. We shall look on T as closed, so that there will be one point on 
each of the n sheets corresponding to the value z = 00, except when 00 is a 
branch point. 

Every rational function of sand z is obviously likewise a single-valued 
function of position on T and is of the same branching type as the function 
s. As we shall see later, the converse is also true. 

Integration of such a function yields a function whose different prolonga­
tions for the same part of T differ only by constants, because their derivatives 
at the same point of the surface all have the same value. 

Such a system of equivalently branching algebraic functions and their in­
tegrals constitutes the first object of our study. Instead of proceeding from 
the above expression for these functions, we define them via their disconti­
nuities, using Dirichlet's principle (p. ). 

2. 

For simplicity, we say that a function is infinitely small of first order, for 
a point on T, if its logarithm is increased by 27ri by a positive circuit of the 
boundary of a piece of surface surrounding the point, in which the function 
remains finite and nonzero. Thus, for a point around which the surface winds 
J.1 times, at which z has the finite value a, (z - a)l/J.!, and therefore (dz)l/J.!, 
is infinitely small of first order. If z = 00, then (1/ Z)l/J.! is infinitely small of 
first order. The case where a function becomes infinitely great or infinitely 
small of the vth order at a point of T can be treated as though the function 
became infinitely small or infinitely great of first order at v coincident (or 
infinitely close) points; we shall occasionally do this later. 

The precise manner, in which the functions considered here become dis-
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continuous, can now be expressed as follows. If one of the functions becomes 
infinite at a point on T, and if r denotes an arbitrary function which becomes 
infinitely small of the first order at this point, then the function can always 

transformed into one which is continuous at this point by subtracting a 
tinite expression of the form 

Alogr + B1'- 1 + C1'- 2 + .... 

This ensues from known theorems on the expansion of functions in power 
t;eries due to Cauchy, which can also be proved via Fourier series. 

3. 
Consider an unbounded, connected, everywhere n-sheeted surface T spread 

over the z-plane. As above we regard T as closed. Let T be cut up into a 
simply connected surface T'. The boundary of a simply connected surface 
consists of a single piece, and a closed surface breaks up into an even number 
of boundary pieces after making an odd number of cuts, and an odd number 
uJter an even number of cuts. Hence an even number of cuts is needed. Let 
the number of transverse cuts required be 2p. To simplify what follows, we 
shall suppose that after the first cut, each subsequent cut is made from a 
point on an earlier cut to the adjacent point on its opposite edge. Now con­
Hider a quantity which varies continuously along the boundary of T', with the 
!:lame variations on both sides of each cut in the system. Then the difference 
between its values on the two sides, at a point of a transverse cut, is constant 
along that cut. 

We now write z = x + yi and consider a function a + f3i of x, y in T as 
follows: 

In the neighborhood of the points E1, E2, ... specify an arbitrary function 
('1/ of z that is infinitely small of first order at Ev , and take the function at Ev 

to be a finite sum 

Here AI" B v , Cv , ... are arbitrary constants. We then draw to an arbitrary 
point, from each of the points Ev for which AI' =t 0, non-intersecting lines 
Interior to T', the line from tv being denoted by fl'. Lastly we define the 
function in the remaining part of T so that, except on the transverse cuts 
and the lines f, it is continuous, while on the positive (left-hand) side of the 
line fv its value is greater by - 27riAv than its value on the opposite side of 
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the line, whereas on the positive side of the vth transverse cut, the value is 
greater than on the opposite side by the given constant h(v). Further, 
the Integral 

J{( fJO_fJ/3)2 (00 fJp)2} 
fJx fJy + ay + fJx dT, 

taken over T, has a finite value. It is easily seen that this is always possible 
provided that the sum of the constants A is zero. This condition is also 
necessary, because only then is it possible for the function to resume its 
original value after a circuit of the system of lines f. 

We call the constants h(l), h(2), ... h(2p ), by which the values of this func­
tion on the positive edges of the transverse cuts exceed the values on the 
negative edges, the moduli of periodicity of the function. 

By Dirichlet's principle the function o+pi can now be transformed into a 
function w of x+yi, determined apart from an additive constant, by subtract­
ing a similar function of x, y continuous in T' whose moduli of periodicity are 
purely imaginary. The function w has the same discontinuities as 0 + pi in 
the interior of T', and the real parts of the moduli of periodicity of the two 
functions coincide. Thus w can be assigned the functions cPv, and the real 
parts of the moduli of periodicity, arbitrarily. These conditions determine w 
within an additive constant, and the same holds for the imaginary parts of 
its moduli of periodicity. 

It will be seen that this function w includes, as special cases, the functions 
indicated in Section 1. 

4. 

Functions w that are everywhere finite. (Integrals of the first kind). 

We now consider the simplest of these functions, beginning with those 
which are always finite and therefore continuous throughout the interior of 
T'. Let WI, W2, ... ,wp be such functions, then so is 

h b· L k(v) k(v) k(v) b h were 01,02,"" Op are ar ltrary constants. et 1 , 2 , ... , pet e 
moduli of periodicity of the functions WI, W2, ... ,wp for the vth transverse 
cut. The modulus of periodicity of W for this transverse cut is 

olkiv) + 02k~v) ... + opk~v) = k(v). 
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If the variables Q are expressed in the form 1+ 6i, the real parts of the 2p 
numbers k(l), k(2), ... , are linear functions of , ... , 61, ... ,6p . Now 
if WI, W2, . . . are connected by no linear equation with constant coefficients, 

determinant of these linear expressions cannot vanish. For otherwise the 
ratios of the Q could be given values such that the moduli of periodicity of 
the real parts of the function w were all zero, and consequently the real part 
of wand therefore also w itself would have to be constant, by Dirichlet's 
principle. The 2p numbers I and 5 can therefore be determined in such 
fl way that the real parts of the moduli of periodicity take given values. 
Consequently W can represent any function w which always remains finite, 
provided that WI, W2, ... , wp do not satisfy any linear equation with constant 
coefficients. These functions, however, can always be chosen so that they 
satisfy this condition because, as long as J1 < p, there are always linear 
equations between the moduli of periodicity of the real part of 

Q1 W I + Q2W 2 + ... + QIlWIl + const. 

Thus WIl+I is not a function expressible in this form, if the moduli of peri­
odicity of the real part of the function are determined (as is always possible 
in view of the foregoing) in such a way that these linear equations are not 
satisfied. 

Functions w, which become infinite of first order at a single point of the 
Bllrface T. (Integrals of the second kind.) 

Suppose that w becomes infinite at only one point E of the surface T, 
and that for this point all the coefficients in 1> other than B vanish. Such 
a function is then defined up to an additive constant by the number Band 
the real parts of its moduli of periodicity. If we denote any such function by 
t;O ( E), then the constants f3, Q1, Q2, ... , Q p in the expression 

can always be determined so that B and the real parts of the moduli of peri­
odicity are given specified values. Thus every such function can be expressed 
in the above form. 

Functions w which become logarithmically infinite at two points of the surface 
T. (IntegralB of the third kind.) 

Thirdly, consider the case where the function w has only logarithmic 
infinities. Since the sum of the numbers A must be zero, there must be at 
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least two such points on the surface T, say 1"1 and 1"2, and we must have 
A2 = . Denote by WO(El' 1"2) anyone of the functions with this property 
for which A2 = 1. By similar reasoning to that above, all other such functions 
are of the form 

In the following remarks, we assume for simplicity that the points I" are 
neither branch points nor at infinity. We can then set r v = Z - zv, where Zv 

denotes the value of Z at the point Ev. If we now differentiate W(El' 1"2) with 
respect to Zl in such a way that the real parts of the moduli of periodicity 
(or p of the moduli themselves) and the value of W(El' 1"2) remain constant 
for any point of the surface T, we obtain a function t(Ed which becomes 
discontinuous at 1"1 in the same way as Z~Zl' Conversely if t(El) is such a 
function, 

taken over an arbitrary line in T from 1"2 to 1"3, is a function W(E2' E3)' Simi­
larly, by differentiating t( E d n times with respect to Zl we obtain a function 
w which is discontinuous at the point El in the same way as n!(z - Zl)-n-l 

but is elsewhere finite. 
For the positions of the point E which we excluded, these theorems require 

a slight modification. 
Obviously it is always possible to construct a linear expression with con­

stant coefficients in functions w, and functions wand their derivatives with 
respect to the discontinuity values, which have in the interior of T' arbitrary 
given discontinuities of the same type as those of w, and whose moduli of 
periodicity have real parts with arbitrary given values. Thus every given 
function W can be represented by such an expression. 

5. 
The general expression for a function w which becomes infinite of first 

order at m points El, ... ,Em of the surface T is, as shown above, 

where tv is an arbitrary function t( Ev) and the numbers 0: and (3 are constants. 
If p of the m points E coincide at the point TJ of the surface T, the functions 
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t corresponding to these p points must be replaced by a function teTJ) and its 
1 first derivatives with respect to the discontinuity value (Section 2). 

The moduli of periodicity this function s are homogeneous linear 
(unctions of the p + m numbers a and If m > p + 1, then among these 
pt-m numbers 0:, j3 there are 2p which can be expressed as linear forms in the 
l'l:lmainder in such a way that all the moduli of periodicity become zero. The 
function then contains m p + 1 arbitrary constants of which it is a linear 
homogeneous function, and it may be regarded as a linear form in m - p 

functions, each of which has only p + 1 infinities of first order. 
If m = p + 1, the ratios of the 2p + 1 numbers ex and (3 are completely 

determined for every position of the p + 1 points E. However, for particular 
positions of these points, some of the (3 may be zero. Suppose there are 
m - J1 such points; the function will be infinite of first order at only J1 points. 
The positions of these J1 points must therefore be such that among the 2p 
t!quations which hold between the other p + J1 numbers (3 and ex, there are 
1) + 1 - J1 equations which are identical consequences of the others, and 
nmsequently only 2J1 - p - 1 points can be chosen arbitrarily. Moreover, the 
function still contains two arbitrary constants. 

Let us now determine s so that J1 is as small as possible. If s becomes 
infinite of first order J1 times, then this will also be the case for every rational 
function of first degree in 8. In solving this problem, then, one of the J1 
points can be chosen arbitrarily. The position of the other points must then 
be determined in such a way that p + 1 - J1 of the equations between the ex 
nnd (3 are identical consequences of the others. This implies, in the absence 

certain equations relating the branch points of the surface T, that 

1 
p + 1 - J1 ::; J1 - 1, or J1 ~ "2 p + 1. 

The number of arbitrary constants in a function 8, which has m infinities 
011 the surface T of first order and is continuous everywhere else, is 2m - p + 1 
ill all cases. 

Such a function is the root of an equation of degree n, whose coefficients 
are polynomials of degree m in z. 

If 81,82, ... ,8n are the n values of the function 8 for given z, and if 
denotes a variable, then (0" - 81)(0" - 82) ... (0" - 8n ) is a single-valued 

function of z which becomes infinite only at those points of the z-plane 
which coincide with a point E, with an order of infinity equal to the number 
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of points E that coincide there. In fact, to every point E that falls there, that 
is not a branch point, only one factor of this product is infinite of order higher 
than 1. However, if E is a point around which the surface T winds p times, 
there are p infinite factors of order higher than 1/ p. If we now denote the 
values of z for those points E at which z is not infinite, by (I, (2, ... , (u, and 
(z-(d(Z-(2) ... (z-(u) by ao, then ao(a--sd ... (a--sn ) is a single-valued 
function of z which is finite for all finite values of z and is infinite of order 
m for z = 00; and thus is a polynomial of degree m in z. It is equally a 
polynomial of degree n in a- which vanishes for a- = s. Let us denote it by 

F and from now on use the notation F(JJ.,~) for a polynomial function of 
degree n in a- and m in z. Thus s is a root of the equation 

F(~,~) = o. 

The function F is a power of an irreducible polynomial, that is, one 
which cannot be expressed as the product of two polynomials in a- and z. 
This is because every rational polynomial factor of F(a-, z), since it has to 
vanish for some of the roots Sl, S2, . .. ,Sn, must, when a- = s, be a function 
of z which vanishes in some part of the surface T. As T is connected, the 
function must vanish everywhere. Two irreducible factors of F(a-, z) could 
only vanish together for a finite number of pairs of values if one factor were 
a constant multiple of the other. It follows that F must be a power of an 
irreducible polynomial. 

If the exponent II of this power exceeds 1, then the branching type of the 
function s is not represented by the surface T but by a surface T, everywhere 
of n / II sheets, spread over the z-plane and itself covered II times by the surface 
T. Although we could regard s as a function which branches in the same 
way as T, it would not be true to say that T branches in the same way as s. 

Another function which, like s, is discontinuous only at certain points 
of T, is the function dw/dz. For this function has the same value at the 
contiguous points on each edge of the transverse cuts and the lines I!, because 
the differences between the corresponding values of ware constant along these 
curves. Hence the function can become infinite only where w does so or at 
branch points of the surface. It is continuous elsewhere, since the derivative 
of a single-valued finite function is necessarily single-valued and finite. 

All the functions ware therefore algebraic functions of z that branch like 
T, or integrals of such functions. This system of functions is determined by 
the given surface T and depends only on the position of the branch points. 
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6. 
Let us now suppose that the irreducible equation 

F(~,~) = 0 

has been given and that we have to determine the branching of the function 8 

or the surface T representing it. If, for a value (3 of z, there are j1 branches of 
the function which connect so that after j1 circuits of the variable z around 
this branch point (3, the branch first changes back into itself, then the j1 

branches of the function can easily be proved (by Cauchy's theorem or using 
Fourier series) to be represented by a power series in ascending rational 
powers of z - (3 with exponents which have least common denominator j1, 

and the converse is true. 
A point of the surface T at which only two branches are connected, so 

that one branch continues into the other and vice versa around this point, is 
called a simple branch point. 

A point of the surface around which it winds j1 + 1 times can then be 
regarded as the equivalent of j1 coincident (or infinitely near) simple branch 
points. 

To show this, suppose that 81, 82, ... ,8Ji,+1 are single-valued branches of 
the function 8 in a piece of the z-plane surrounding one such point and 
suppose that aI, a2, . .. ,aJi, are simple branch points following one another on 
a positive circuit of the boundary of this piece. A circuit around a1 has the 
effect of interchanging 81 and 82, one around a2 interchanges 81 and 83, ... , 

and one around aJi, interchanges 81 and 8Ji,+1. A circuit enclosing all these 
branch points, but no others, transforms 

into 
82,83,··· ,8Ji,+1,81 

and when all the simple branch points coincide, a branch point of order j1 

ensues. 
The properties of the functions w depend essentially on the connectivity 

of the surface T. To determine this, we first need to count the simple branch 
points of the function 8. 

At a branch point, the branches of the function which connect there all 
ItBsume the same value, and the equation 

F(8) = a08n + a18n-1 + ... + an = 0 
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therefore has two or more equal roots. This can only happen if 

+ ... + an~-l = 0 

or equivalently, if the single-valued function of z, 

vanishes. This latter function becomes infinite for finite values of z only when 
s = 00, and thus when ao = 0, and to remain finite needs to be multiplied 
by a~-2. It is then a single-valued function of z which has a finite value for 
all finite z, which becomes infinite of order 2m( n - 1) when z = 00 and is 
therefore a polynomial of degree 2m(n - 1). The values of z for which F(s) 
and F' (s) simultaneously vanish are therefore the roots of the equation of 
degree 2m(n - 1), 

or since F'(Si) = ao II(si - Si'), 
i'#i 

Q(z) = a~(n-1) II (Si - Si') = 0, 
i#i' 

the equation which is the result of eliminating S from the equations 

F'(s) = 0 and F(s) = o. 

If F(s, z) = 0 for s= a, z = [3, then 

of of 
F(s, z) = - (s - a) + - (z - [3) 

os oz 

+ - - (s - a)2 + 2 - (s - a)(z - [3) + - (z - [3)2 +"', 1 {02 F 02 F 02 F } 
2 OS2 osoz OZ2 

of 02F 02F 
F' (s) = - + - (s - a) + - (z - [3) + ... 

os OS2 osoz 

Hence if for (s = a, z = [3), ~~ = 0 and ~~, ~:{ do not vanish, it must follow 
that s - a tends to zero like (z - [3)1/2, and we have a simple branch point. 
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In the product llF'(8i), two factors become infinitely small of the order of 
! 

magnitude of - (3)1/2, which shows that has z - /3 as a factor. In 
case of and 02 F never vanish when F and iW are both zero each az os2 as' 

linear factor of Q(z) corresponds to one simple branch point and the number 
of such points is accordingly 2rn(n - 1). 

The position of the branch points depends on the coefficients of the powers 
of z in the functions a and varies continuously with them. 

If these coefficients take values such that two simple branch points be­
longing to the same pair of branches coincide, the two branch points cancel 
aud F(8) has two equal roots, without giving rise to a branch point. If each 
of 81,82 continues into the other, the effect of making a circuit around a 
piece of the z-plane containing the two points is that 81 changes into 81 and 
82 into 82, so that the two branches are single-valued functions when they 
coincide. Their derivative ~= is likewise single-valued and finite and hence 

= _ds aF = 0 
dz as . 

If F = ~~' = ~~ = 0 for 8 = 0:, Z = (3, the next three terms in the 
t)xpansion of F(8, z) give two values for the ratio (8 - o:)j(z - (3) = ~= when 
8 = a, z = (3. If these values are distinct and finite, the two branches of 
the function 8 to which they belong cannot connect and therefore are not 
branches of one another. Thus ~~ is infinitely small of order z - (3 for each 
of the two branches, and consequently Q(z) has the factor (z - (3)2. So only 
t.wo simple branch points coincide. 

In order to decide, in every case where, for z = (3, the equation F(8) = 0 
has more than one root equal to 0:, how many simple branch points coincide 
for 8 = 0:, Z = (3 and how many of these cancel each other out, we must 
oxpress these roots in the form of a power-series in ascending powers of 

- (3 by Lagrange's method3 , taking the expansion far enough to ensure 
that the individual expansions all become different, and thereby determining 
the true number of distinct branches. We also need to find the order of 
Vltllishing of F' (8) for each of these roots, in order to determine the number 

the corresponding linear factors of Q(z) or, in other words, the number of 
<coincident simple branch points for which 8 = 0:, Z = (3. 

If we denote by p the number of times the surface T winds around the 
point (8, z), then F' (8) will be infinitely small of first order as often as simple 

aLagrange, Nouvelle methode pour resoudre les equations litteraies par Ie moyen des 
MerieS. Memoires de I'Academie de Berlin XXIV, 1780, Oeuvres de Lagrange, Tome III p. 

W. 
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branch points coincide at the points z; dz 1 -- 1/ p will be infinitely small of first 
order as often as there are truly existing branch points, and consequently 

as often as there are pairs of simple branch points which cancel. 
It follows therefore that if w denotes the number of actually existing 

branches, and 21' the number of those which cancel each other, 

W+21' = 2(n-l)m. 

If we suppose that the branch points coincide only in pairs which cancel each 
other out, then for l' pairs of values s = IP' Z = 5p , 

and 

F= 3F = 3F =0 
3s 3z 

32 F 32 F ( 32 F ) 2 --- - #0 
3z2 3s2 3s3z ' 

while for w pairs of values of sand z, 

We shall confine ourselves for the most part to the treatment of this 
case because the results can easily be extended to the others as limiting 
cases. We can do this the more readily since as we have based the theory of 
these functions on principles which are independent of the form in which the 
functions are expressed and which admit no exceptions. 

7. 
In a simply connected surface spread over a finite region of the z-plane, 

there is a relationship between the number of simple branch points and the 
number of rotations of direction made by the boundary line of the surface; 
the latter exceeding the former by one. From this can be deduced a relation, 
for a multiply connected surface, between these numbers and the number of 
transverse cuts needed to transform it into a simply connected surface. This 
relation, which does not depend on metrical considerations, and belongs to 
analysis situs, can be derived in the following way for the surface T. 

By Dirichlet's principle, the function log ( of z can be defined as a single­
valued function of z in the simply connected surface T' in such a manner 
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that ( , at an arbitrary interior point T', is infinitely small of first order and 
log (, along an arbitrary simple line joining this point to the boundary, has 
a value - 21fi greater on the positive edge of the line than the negative edge, 
and elsewhere varies continuously; while its value at all boundary points of 
T' is purely imaginary. The function ( defined in this way assumes every 
complex value once whose modulus is less than 1. The totality of its values 
can therefore be represented by a surface spread simply over a circle in the (­
plane. To each point inside the circle corresponds a point of T' and conversely. 
Thus for an arbitrary point of the surface where z = z', ( = (', the function 
( - (' is infinitely small of first order. Consequently for every finite z', when 
the surface T' turns upon itself J.-t + 1 times, 

(z - z') dz 
(J.-t + 1) (( _ (')JL+1 - d((( _ (')JL 

remains finite. However, for infinite z', 

-dz 

remains finite. The integral J d log ~(' taken around the circle in a positive 

direction, is equal to the sum of the integrals around the points where ~( is 
infinite or zero and its value is therefore 21fi(w - 2n). 

If s denotes distance on the boundary of T' from one and the same fixed 
point to a variable point on the boundary, and 0" the corresponding arc of 
the circumference of the circle, then 

dz dz ds d( 
log - = log - + log - - log -

d( ds dO" dO" 

and, integrating over the whole boundary, 

J dz . J ds J d( . dlog ds = (2p - 1)21fz, dlog dO" = 0, - dlog dO" = -21fz, 

and therefore J d log ~~ = (2p - 2)21fi. 

This proves that 
w - 2n = 2(p - 1). 
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Since 
w=2((n-l 

we obtain 
p = (n - 1) (m - 1) - T. 

8. 
The general expression for a function 8' of z branching in the same way as 

T, which becomes infinite of first order at m' given points of T and remains 
continuous elsewhere contains, as shown above, m' -p+ 1 arbitrary constants 
and is a linear function of these (Section 5). If, therefore, it can be shown, as 
we now intend, that rational functions of 8 and z can be constructed which 
are infinite of first order for m' arbitrarily given pairs of values of 8 and z 
satisfying the equation F = 0, and which are also linear functions of m' -p+ 1 
arbitrary constants, then every function 8' can be represented in this form. 

The quotient of two polynomials X(8, z) and 'ljJ(8, z) can only take arbi­
trary finite values for 8 = 00 and z = 00 when both are of the same degree. 

v/1 

The expression for 8' is thus of the form "lj!(~,:): moreover, v 2: n -1, f.1 2: m -1. 
x(s,z) 

If two unconnected branches of the function 8 become equal so that at two 
distinct points of the surface T we have z = I and 8 = b, then, generally 
speaking, 8' will have different values at these two points. Thus in order to 
have 'ljJ - 8' X identically zero, it is necessary that for two different values of 
8', 'ljJb, b) - 8'xb, b) = 0 and consequently xb, b) = 0 and 'ljJb, b) = O. The 
functions X and 'ljJ must therefore vanish for the T pairs of values 8 = Ip, 
z = bp (p. ).4 

The function X vanishes for a value of z for which the following single­
valued function K(z) (finite-valued for all finite z) vanishes: 

This function K is infinite of order mv + nf.1 for infinite z and is therefore 
a polynomial of degree mf.1 + nv. Since two factors of the product IIX(8i) 

t 

4Here, as already mentioned, we consider only the case in which the branch points of 
the function s coincide only in pairs canceling each other. In general, the functions X 
and 'Ij;, at a point of T where, as envisaged in §6, there are branches which cancel each 
other when T winds p times around the point in question, become infinitely small in the 
same way as P' (s )dz1/ p-l, so that the first terms in the expansion of the function to be 
represented, in powers of (~z)l/p, can take arbitrary values. 
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become infinitely small of first order for the pairs 5), it follows that K (z) 
becomes infinitely small of second order, and hence X is also infinitely small 

the first order for 

i = mv + np, - 2r 

p!:tirs of values of 8 and z, or points of T. 
If v > n - 1, Ji > m - 1, the value of the function X remains unchanged 

if we take 

X(~, i) + p(it, I"zm)FO,~) 

in place of X(~, ~), where p is arbitrary. Consequently, among the coefficients 
of this expression, there are 

(v - n + 1) (Ji - m + 1) 

which can be chosen arbitrarily. Now if among the remaining 

constants, r of them are determined as linear functions of the others in such 
ft way that X vanishes for the r pairs of values (" b), the function X still has 

E = (Ji + l)(v + 1) - (v - n + l)(Ji- m + 1) - r 

= nJi + mv - (n - l)(m - 1) - r + 1 

rtrbitrary constants. We therefore have 

i - E = (n - l)(m - 1) - r - 1 = p - 1. 

If we now choose Ji and v so that E > m', we can then determine X in 
::;uch a way that, for any m' pairs of given values, it becomes infinitely small 
of first order. Thus when m' > p, one can fix '¢ so that ~ remains finite 
for all other values. In fact '¢ is likewise a homogeneous linear function of 

arbitrary constants, and therefore when E - i + m' > 1 it is possible to 
determine i - m' of them as linear combinations of the others so that '¢ also 
vanishes for the i - m' pairs of values of 8 and Z for which X becomes infinitely 
Btnall of first order. The function '¢ thus contains E - i + m' = m' - p + 1 
Hrbitrary constants, and therefore !l!.. can represent every function 8'. x 
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9. 

As the functions ~~ are algebraic functions of z which branch in same 
manner as the function s (Section ,they can, by the theorem which has 
just been proved, be expressed rationally in terms of sand z, and all the 
functions w can be expressed as integrals of rational functions of sand z. 

If w is an everywhere finite function w, its derivative ~~ is infinite of 
first order at each simple branch point of the surface T, because dw and 
(dz) 1/2 are both infinitely small of first order at these points. Everywhere 
else, dw / dz remains continuous, and is infinitely small of the second order for 
z = 00. Conversely, the integral of a function which exhibits this behaviour 
is everywhere finite. 

In order to express this function ~~ as a quotient of two polynomials in s 
and z we must (by Section 8) take as denominator a function which vanishes 
at the branch points and for the r pairs of values (I, 6). The simplest way to 
satisfy this requirement is to take a function which vanishes only for these 
values. Now 

of n-l ( ) n-2 os = aons + al n - 1 s + ... + an-l 

is such a function. 
This function becomes infinite of order n - 2 when s is infinite (since ao is 

then infinitely small of first order) and infinite of mth order for an infinite z. 
Thus, to ensure that ~~ should be finite at all finite points other than branch 
points, and infinitely small of second order for infinite z, the numerator has 

to be a polynomial 4>(82, mi2 ) which vanishes for the r pairs of values (J,6) 
(p. ). Thus 

where 4> = 0 for s = IP, Z = 6p , p = 1,2, ... ,r. 
The function 4> contains (n - 1) (m - 1) constant coefficients, and if r of 

them are determined as linear functions of the others so that 4> = 0 for the 
r pairs of values s = I, z = 8, there still remain (m - l)(n - 1) - r, or p 
constants which can be chosen arbitrarily, and 4> takes the form 
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in which ¢l, ¢2, ... '¢P are particular functions ¢, none of which is a linear 
function of the others, and aI, a2, . .. , a p are arbitrary constants. A more 
general expression for w follows, already obtained in a different way, namely 

alWI + a2W2 + ... + apwp + const. 

The functions w which are not everywhere finite, and so the integrals of 
the second and third kinds, can be expressed as rational functions of sand z 
by using the same principles, but we shall not dwell on this now, because the 
general rules of the preceding paragraphs do not call for any more detailed 
explanations. Moreover, definite forms for such integrals arise in the theory 
of ()-functions. 

10. 
The function ¢, as well as for the r pairs of values (,),,6), is also infinitely 

small of first order for m(n - 2) + n(m - 2) - 2r, or 2(p - 1), pairs of values 
of sand z satisfying the equation F = O. Now if 

¢(l) = a~1) ¢l + a~l) ¢2 + ... + a~l) ¢p 

and 

¢(2) = a~2) ¢l + a~2) ¢2 + ... + a~2) ¢p 

are any two functions ¢, the numerator of the expression ¢(2) / ¢(l) can be 
determined so that it is equal to zero for p - 1 arbitrarily given pairs of 
values of s and z satisfying the equation F = 0; and then the denominator so 
that it vanishes for p - 2 of the other pairs of values for which ¢(1) = O. The 
expression so constructed is a linear function of two arbitrary constants and 
is consequently a general expression of a function which can become infinite 
of first order at only p points of the surface T. A function which becomes 
infinite at fewer than p points constitutes a special case of this function. Thus 
every function which is infinite of the first order at fewer than p + 1 points 
of the surface T can be expressed in the form ¢(2) / ¢(l) or in the form ~:~:~, 
where w(1) and W(2) are two everywhere finite integrals of rational functions 
of sand z. 

II. 
A function Zl of z that branches like T, and which becomes infinite of 

first order at nl points of this surface is, by the foregoing (p. ), the root of 
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an equation of the form 
G(~\,}!) = 0 

and therefore takes every value at nl points of the surface T If therefore we 
imagine each point of T to be mapped onto by a point on a plane representing 
geometrically the value of Zl at this point, the totality of these points forms 
a surface T1 , covering the the zl-plane n1 times. The image is known to be 
similar to T in its smallest parts. To each point in the one surface corresponds 
one and only one point in the other surface. Thus the functions w, that is 
to say the integrals of functions of z that branch like T, transform into 
functions which have a unique value throughout the surface T1 and which 
have the same discontinuities as w in the corresponding points of T, when z 
is replaced by Zl as an independent variable. These functions are therefore 
integrals of functions of Zl branching like T1. 

If we denote by 81 any other function of z branching like T, which for rn1 
points of T -and consequently also for rn1 points of T1-·becomes infinite of 
first order, then (Section 5) an equation of the form 

F1(~~' Tt) = 0 

holds, in which F1 is a power of an irreducible polynomial in 81 and Zl. When 
this power is the first, all functions of Zl which branch like TI, and hence all 
rational functions of 8 and z, can be expressed rationally in terms of 81 and 
Zl (Section 8). 

The equation 
F(s, T) = 0 

can therefore be transformed into 

F(s~, T{) = 0 

by a rational substitution, and conversely. 
The domains (8, z) and (81, Zl) have the same connectivity because to 

each point of one corresponds one point of the other. Thus if T1 denotes 
the number of cases in which 81 and Zl both assume the same value for two 
different points of the domain (81, Zl) and consequently F1'~' ~ vanish 
while 

32 F1 32 F1 (32 F1 ) 2 

38i 3Zf 3813z1 

does not, then it follows that 

(n1 - 1)(rn1 - 1) - T1 = P = (n - l)(rn - 1) - T. 
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12. 

We shall now consider all irreducible equations two 
complex variables, which can tmnsjormedinto one another by 
tmnsjormations, as belonging to the same class. Thus F(8, 0 and 
Fl (81, Zl) = 0 belong to the same class, if rational functions of 81 and ZI 

can be found which, when substituted for 8 and Z respectively, transform the 
equation F(8,Z) = 0 into the equation Fl (81,zd = 0; while equally 81 and 
Zl are rational functions of 8 and z. 

The rational functions of 8 and z regarded as functions of anyone of 
them, say (, constitute a system of similarly branching algebraic functions. 
In this way, every equation clearly gives rise to a class of systems of similarly 
branching algebraic functions, which by introducing one of them as an inde­
pendent variable, can be rationally transformed into each other. Moreover, 
all the equations of one class lead to the same class of systems of algebraic 
functions, and conversely (Section 11) each class of such systems leads to one 
class of equations. 

If the (8, z) domain is 2p + 1 times connected and the function ( becomes 
infinite of first order at JL points of this domain, the number of branch points 
of equivalently branching functions of (, which can be formed by the other 
rational functions of 8 and z, is 2(JL - p + 1), and the number of arbitrary 
constants in the function (is therefore 2JL-p+1 (Section 5). These constants 
can always be chosen so that 2JL - p + 1 branch points take arbitrarily as­
signed values, when these branch points are mutually independent functions 
of the constants. This can be done in only a finite number of different ways 
because the conditions are algebraic. In each class of of similarly branching 
functions with connectivity 2p + 1, there is consequently only a finite number 
of JL-valued functions such that 2JL + p - 1 branch points have prescribed 
values. If, on the other hand, the 2(JL + p - 1) branch points of a surface with 
connectivity 2p + 1, covering the whole (-plane JL times, are arbitrarily pre­
scribed, then (Sections 3~5) there is always a system of algebraic functions 
of ( branching like the surface. The remaining 3p - 3 branch points in these 
systems of similarly branching JL-valued functions can therefore be assigned 
any given values; and thus a class of systems of similarly branching functions 
with connectivity 2p + 1, and the corresponding class of algebraic equations, 
depends on 3p - 3 continuous variables, which we shall call the moduli of the 
class. 

This determination of the number of moduli of a class of algebraic func-
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tions with connectivity 2p + 1 is, however, valid only with the proviso that 
there are 2/1 - P + 1 branch points which are independent functions of the 
arbitrary constants in the function (. This hypothesis implies that p > 1, 
and in this case the number of moduli is 3p - 3. \¥hen p = 1, the number of 
moduli is 1. A straightforward determination ofthis number is made difficult 
by the precise way in which the arbitrary constants enter into (. Accordingly 
in order to determine the number of moduli, we introduce into a system of 
similarly branching functions with connectivity 2p + 1, as an independent 
variable, not one of these functions, but rather an everywhere finite integral 
of such a function. 

The values which the function w of z takes in the surface T' are repre­
sented geometrically by a surface which we shall call S, which covers simply 
or multiply a finite portion of the w-plane and is similar to T' in the smallest 
parts. Since w, on the positive edge ofthe vth transverse cut, is greater by a 
constant k(v) than on the negative edge, the boundary of S consists of pairs 
of parallel curves each of which is the image of the same part of the network 
of cuts forming the boundary of T'. The difference in location of correspond­
ing points in the parallel portions of the boundary of S corresponding to the 
vth transverse cut is expressed by the complex number k(v). The number 
of simple branch points of the surface S is 2p - 2, because dw becomes in­
finitely small of second order in 2p - 2 points of T. The rational functions 
of sand z are thus functions of w, which, for every point of S at which they 
do not become infinite, have a unique value which varies continuously with 
s, z and is the same at corresponding points of parallel boundary portions. 
They therefore constitute a system of similarly branching 2p-fold periodic 
functions of w. It can now be shown (in the same way as in Sections 3 to 5) 
that if the 2p - 2 branch points and the 2p differences of location of parallel 
boundary portions of S are assigned arbitrarily, a system of functions exists 
which branches similarly to the surface S, and which assumes the same value 
in corresponding points of parallel boundary portions and is therefore 2p-fold 
periodic. Further, this system of functions, regarded as a function of one of 
them, constitutes a system of similarly branching algebraic functions with 
connectivity 2p + 1 and consequently defines a class of algebraic functions 
with connectivity 2p+ 1. In fact, by Dirichlet's principle, a function of w can 
be defined on the surface S, to within an additive constant, by the following 
conditions: in the interior of S its arbitrarily prescribed discontinuities are 
of the same form as those of w in T'; and on the corresponding points of the 
parallel boundary portions, it is assigned constant values whose real part is 
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given. \Ve can conclude from this, in the same way as in Section 5, the ex­
istence of functions which are discontinuous only at isolated points of Sand 
have the same value at corresponding points on parallel boundary portions. 
If such a function z becomes infinite of first order at n points of S and is not 
discontinuous elsewhere, it takes every complex value at n points of S. For 
if a is an arbitrary constant, then J dlog(z - a) = 0 around the boundary 
of S, because the contributions to the integral from the parallel boundary 
portions canceL Hence z - a is infinitely small as often as it is infinitely large 
of first order. The values assumed by z are consequently represented by a 
surface covering the z-plane n times everywhere. The other functions of w 
which are similarly branching and periodic constitute a system of algebraic 
functions of z, branching in the same way as the surface, with connectivity 
2p + 1, as we wished to prove. 

For any given class of algebraic functions with connectivity 2p + 1, we 
introduce the quantity 

as an independent variable. We can determine the numbers 0: so that p 
of the 2p moduli of periodicity have given values, and then choose c, when 
p > 1, so that one of the 2p - 2 branch points of the periodic functions of 
w has a given value. This completely determines w. Hence there are 3p - 3 
remaining quantities, on which the form of branching and periodicity of these 
functions of w depends. Since, to arbitrary values of these 3p - 3 quantities, 
corresponds a class of algebraic functions with connectivity 2p + 1, such a 
class depends on 3p - 3 independent variables. 

When p = 1 there are no branch points, and in the expression 

the number 0:1 can be determined so that one of the moduli of periodicity has 
a given value, and the value of the other modulus of periodicity is thereby 
determined. Accordingly the number of moduli for a class is 1. 

13. 
In accordance with the principles of transformation developed in Section 

11, it is clear that in order to transform any given equation F(s, z) = 0 into 
an equation 
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by a rational substitution, of the same class and of lowest possible degree, 
we must first determine for Zl an expression rational in sand z such 
that Ttl shall be as small as possible. We then likewise determine 81 

another expression rl (8, such that m1 shall the smallest possible, while 
the values of Sl corresponding to an arbitrary value of Zl do not split up into 

groups equal to one another. This ensures that Fl(~~' zt) is not a higher 
power than the first of an irreducible polynomiaL 

If the domain of values (8, z) has connectivity 2p + 1, the smallest value 
which can be taken by n1 is, generally speaking, ~ ~ + 1 (Section 5) and the 
number of cases in which Sl and Zl can both take the same values for two 
different points in the domain is 

(n1 - 1)(m1 - 1) - p. 

In a class of algebraic equations between two variables, the equations of 
lowest degree are therefore, in the absence of any special relations between 
the moduli, as follows: 

for p = 1, 
2 2 

F(s, z)=O, r = 0, 

p= 2, 
2 3 

F(s, z) = 0, r = 0. 

For p> 2, 

p = 2J.l- 3, 
J-t J-t F(s,z) = 0, r = (J.l- 2)2, 

p = 2J.l- 2, J-t J-t) F(s,z = 0, r = (J.l - 1) (J.l - 3). 

Of the coefficients of the powers of sand z in the polynomials F, r of 
them must be determined as linear homogeneous functions of the others in 
such a way that ~~ and ~~ simultaneously vanish for r pairs satisfying F = 0. 
The rational functions of sand z, regarded as functions of one of them, will 
then represent all systems of algebraic functions with connectivity 2p + 1. 

14. 
I shall now, following Jacobi5 , (Crelle's Journal, voL9, No. 32, Section 

8) use Abel's addition theorem for the integration of a system of differential 
equations, confining myself to what will be required later in this memoir. 

If, in an everywhere finite integral w of a rational function of sand z, we 
introduce as an independent variable a rational function ( of sand Zl which 

5 Jacobi, Gesammelte Werke, vol. II, p. 15. W. 
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becomes infinite of first order for m pairs of values of 8 and z, then ~~ is an 
m-valued function of (. If we denote the m values of w for the same value of 
( by w(1), W(2) , ... , w(m), then 

dw(1) dw(2) dw(m) 
--+--+ ... +--

d( d( d( 

is a single-valued function of ( whose integral is everywhere finite. Conse­
quently, J d(W(l) + W(2) + ... + w(m)) 

is likewise everywhere finite and single-valued and therefore constant. Sim­
ilarly, if w(1), W(2), ... ,w(m) are the values of an arbitrary integral w of a 
rational function of 8 and z, corresponding to the same value of (, then 

is, apart from an additive constant, a well-defined function whose value is 
determined by the discontinuities of w. It is the sum of a rational function 
of ( and a linear combination (with constant coefficients) of logarithms of 
rational functions of (. 

With the aid of this theorem, we shall now show that the following set of 
p simultaneous differential equations between the p + 1 pairs of values of 8 

and z, (81, Zl), (82, Z2), ... , (8p+l' ZP+l), for which F(8, z) = 0: 

for 7r = 1, ... ,p, have a general (complete) solution. 
Through these differential equations any p of the pairs of values (811 , ZIl) 

are well-defined functions of the remaining one pair if, when a value of the 
latter is given, the values of the others follow. If therefore the p + 1 pairs 
are determined as functions of a single variable (, in such a way that, for the 
value 0 of this single variable, the pairs are assigned arbitrary initial values 
(s?, z?), (8g, zg), . .. , (S~+ll z~+l)' and by the requirement that they satisfy 
the differential equations, this provides the complete general solution of the 
differential equations. Now the quantity 1/( can always be determined as 
a single-valued and therefore rational function of (8, z) so that it becomes 
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infinite only for some or all of the p + 1 pairs of values (s~, z~), and then only 
infinite of the first order, because in the expression 

p+l P 

L ,BJjt(s~, zZ) + L £xJjwJj + const., 
Jj=1 Jj=1 

the ratios of the £x and ,B can always be determined so that all the moduli of 
periodicity are 0. If no,B is 0, the p+ 1 branches of the (p+ I)-valued equiva­
lently branching functions sand z of (, (SI' ZI), (S2' Z2), ... , (sP+l' ZP+l) , that 
take the values (s~, zr), (sg, zg), ... , (S~+ll z~+l) for ( = 0, satisfy the required 
differential equations. If, however, some of the ,B (say, the last p + 1 - m) 
vanish, the differential equations are satisfied by the m branches of the m­
valued functions sand z of (, (SI' ZI), (S2' Z2), .. . , (sm, zm), which assume the 
values 

(s~, zV, (sg, zg), . .. ,(s~, z!) 

when ( = 0, and by constants whose values are the initial values of Sm+l, Zm+l; 
... ; sp+l, zp+l: that is, s~+l' ... , z~+l. In the latter case, of the p linear ho­
mogeneous equations 

~ ¢7r(sJj, zJj) dz = ° 
~ of(s/!,z,,,) Jj 
Jj=1 as/! 

with 7f = 1, ... ,p, which hold between the differentials dzJj / OF~:;Zfl:) , p+ 1-m 
of them are consequences of the others. It follows therefore that p + 1 - m 
conditions must hold between the functions (SI' ZI), (S2' Z2), . .. ,(sm, zm) and 
hence also between their initial values (s~, zr), . .. , (s~, z~) for this case to 
occur. Accordingly only 2m - p -1 of the constants can have arbitrary values, 
as established in Section 5. 

15. 
We now suppose that the integral 

J ¢7r(s, z) dz 
~ + const., s,z 

as 

over the interior of T ' , is equal to W 7r and that the modulus of periodicity of 
W 7r for the vth transverse cut is kf), so that the functions WI, W2, . .. ,wp of the 
pairs of values (s, z) simultaneously increase by the amounts kill), k~lI) , ... , kf) 
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when the point (8, z) crosses from the negative to the positive edge of the 
lith transverse cut. For brevity, we shall say that a system of p numbers 
(b1, b2, ... , bp ) is congruent to another such system (aI, a2, ... ,ap ) with respect 
to 2p systems of associated moduli when one can be derived from the other 
by simultaneously changing the values of their components by multiples of 
the associated moduli. Thus if the nth component of the vth system is kf), 
then we write 

if 
2p 

bn = an + L mvkf) 
£1=1 

for n = 1,2, ... ,p, where m1, m2, ..• , m2p are integers. 
Now p arbitrary numbers aI, a2, . .. , ap can always be uniquely expressed 

in the form 
2p 

an = L~vkf) 
£1=1 

in such a way that the 2p numbers ~ are real, and all congruent systems, 
and only these, are obtained when the numbers ~ are changed by integral 
amounts. Hence, if in these expressions each number ~ is allowed to increase 
continuously by 1 from a given value, excluding one of the boundary values, 
the above expressions run precisely once over representatives of congruent 
systems. 

This point having been established, it follows on integrating the above 
differential equations or from the p equations 

p+1 

Ldw~) = 0 (n = 1, ... ,p) 
JL=l 

that 

where C1, C2, .. . ,Cp are constants depending on the values (8°, ZO). 

16. 
Expressing ( as the quotient of two polynomials in 8, z, say X/'l/J, the pairs 

(Sl' Zl), (82, Z2), . .. ,(8m, Zm) are the common roots of the equations F = 0 

117 



and X = 
1jJ 

VI. The 

Since the polynomial 

of Abelian Functions. 

vanishes for all pairs of values for which X and 4) simultaneously vanish, 
whatever the value of (, the pairs (81, Zl), ... 1 (8m, Zm) can also be defined 
as the common roots of the equation F = 0 and of an equation f (8, z) = 0 
whose coefficients vary in such a manner that all the other common roots 

remain constant. If m < p + 1, ( can be expressed in the form ~ (Section 

10) and f in the form 
q}l) - (qP) = qP). 

The most general pairs of functions (81, zd, (82, Z2), ... , (8p , Zp) to satisfy the 
p equations 

p 

L dw~) = 0 for 7r = 1, 2, ... ,p 
ft=l 

are therefore those which are formed from p common roots of those equations 
F = 0 and ¢ = 0 which vary in such a way that the remaining other common 
roots remain constant. From this fact may easily be deduced the following 
proposition, needed later. The problem of determining p - 1 of the 2p - 2 
pairs of values (81, Zl), ... , (82p-2, Z2p-2) as functions of the other p - 1 pairs 
so that the p equations 

2p-2 

L dw~) = 0 for 7r = 1, ... ,p 
ft=l 

are all satisfied, can be solved in full generality by taking, for the 2p - 2 
quantities, common roots of the equations F = 0 and ¢ = 0 that differ 
from the r roots 8 = "/P' Z = 8p (Section 6). Alternatively we can take the 
2p - 2 pairs of values for which dw is infinitely small of second order. Hence 
this problem has only one solution. Such pairs of values may be said to be 
associated through the equation ¢ = O. By virtue of the equations 

the p-tuple 

2p-2 

~ dw(ft) = 0 
~ 7r , 

ft=l 
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the sum being taken over such pairs, is congruent to a system of constants 
,C2, ... ,cp ), where Clf depends only on the additive constant the function 
that on the initial value the integral which expresses this function. 

Part 2. 

17. 
For further investigation of the integrals of algebraic functions with con­

nectivity 2p + 1, a certain p-fold infinite O-series is very useful. This is a 
series in which the logarithm of the general term is a quadratic polynomial 
in its indices. Suppose that, in this polynomial, the coefficient of the square 
m.~ is aj1,j1, the coefficient of the product mj1mj1' is aj1,j1' = aj1',j1' that of 2mj1 

is vj1' and the constant term is O. We denote by O(Vl' V2,"" vp ) the sum 
of this series over all positive or negative integer values of the m; the sum 
e( VI, ... , vp ) is regarded as a function of the p variables v. Thus 
(1) 

O( V" V2, , .. , vp) ~ m~='" mt= cxp ct 1 ap,p,mpmp' + 2 t vpmp) , 

p 

For this series to converge, the real part of ~ aj1,j1,mj1mj1' must be essen-
j1,j1'=1 

tially negative. In other words, as a sum of positive or negative squares of 
independent linear forms in the variables m, it is a sum of p negative squares. 

The function 0 has the property that systems of simultaneous variations 
in the p arguments VI, V2, ... , vp exist for which log 0 changes only by a linear 
combination of the v. Indeed, there are 2p such systems, independent in 
the sense that none is a linear combination of the others. For, leaving out 
arguments which suffer no change, we have, for f.L = 1,2, ... ,p, 

(2) 

and 

because when the index mj1 in the O-series is changed to mj1 + 1, the sum 
of the series is unaffected, and its value becomes the expression on the right 
side. 
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The function {j is defined, apart from a constant factor, by these two 
last relations and the property of being always finite. For by the finiteness 
property and (2), it is a single-valued function of e2V1 , e2V2 , ••• ,e2vp that is 
finite for finite v, and can therefore be developed in a p-fold infinite series of 
the form 

with constant coefficients A. The relations (3) imply, however, that 

and consequently 

as we wished to prove. 
These properties of the function can thus be used to define it. The systems 

of simultaneous variations of the v which cause log {j to change by a linear 
function of these quantities will be called systems of associated moduli of 
periodicity of the independent variables for this {j-function. 

18. 

I now substitute for the p variables vI, ... , vp a set UI, U2, .•• , up of every­
where finite integrals of rational functions of z and s. Here s is an algebraic 
function of z with connectivity 2p + 1. For the associated moduli of period­
icity of the variables v, I assign the associated moduli of periodicity of these 
integrals (that is, as~ociated relative to the same transverse cuts). In this 
way log {j becomes a function of the variable z alone, which changes its value 
by amounts that are linear functions of the U whenever sand z recover their 
previous values after a continuous variation of z. 

It will first be shown that a substitution of this kind is possible for every 
function s with connectivity 2p+ 1. To this end the surface T must be decom­
posed by closed cuts al, . .. ,ap , bI , ... ,bp fulfilling the following conditions: 
When UI, U2, ... ,up are chosen so that the modulus of periodicity of uJ.! at 
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the cut 0,/1 is equal to Hi and is equal to zero at the other cuts a, and if the 
l:uodulus of periodicity of at the cut is denoted by a/LV, we must 

(lnd the real part of 2:: a/1,/1,rn/1rnp/ must be negative for all real (integer) 
/1,/1' 

values of m1, ... , mp. 

19. 

The dissection of the surface T will be accomplished, not as hitherto by 
means of closed transverse cuts, but as follows. 

We begin by making a cut 0,1 that returns to its starting-point but does 
not cut the surface into two pieces; we then make a transverse cut b1 from a 
point on the positive edge of 0,1 to the corresponding point on the negative 
t1dge; this yields the boundary as a single piece. If the cut surface is not 
already simply connected, a third transverse cut (not splitting the surface) 
can be made starting from an arbitrary point on this boundary and going to 
another point on this boundary (an earlier point of this transverse cut). The 
hltter cut is done in such a way that it consists of a closed line 0,2, followed 
by a continuation part C1 which links it to the preceding system of cuts. The 
next transverse cut b2 is now made from a point on the positive edge of 0,2 

along a line leading to the same point on the negative edge, so that again we 
have the boundary consisting of one piece. Further cutting up of the surface, 
if necessary, can then again be done by two cuts 0,3 and b3 with the same 
initial point and endpoint, and a line C2 linking them to the system of lines 
112 and b2 . This procedure can be followed until the surface becomes simply 
{;onnected, and one obtains a network of cuts consisting of p pairs of lines 
with the same initial point and endpoint, 0,1 and b1 , 0,2 and b2 , ... ,ap and bPl 

f1nd p-1lines C1, C2" .. 1 Cp-1l linking each pair with the succeeding one. The 
line Cv can go from a point of bv to a point of av +1' The network of cuts can 
be regarded as follows: the (2v - 1 )-th transverse cut consists of Cv -1 and the 
line av starting from the endpoint of Cv -1 and returning to this point. The 
2LI-th transverse cut consists of the line bVl starting from the positive edge of 
a/l and returning to the same point on the negative edge. The boundary of 
the surface is made up of one single piece after an even number of cuts, and 
of two pieces after an odd number. 

An everywhere finite integral w of a rational function of sand z has the 
Hame value on both sides of a line c. For the entire existing boundary consists 
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of one piece. In an integration along the boundary starting on one side of 
c and ending on the other, the integral J dw is taken over each element of 
the earlier cuts twice, in opposite directions. Such a function is accordingly 
continuous throughout T outside the lines a and b. The surface resulting 
from cutting up the surface T with these lines may be denoted by Til. 

20. 

Now let WI, W2,"" wp be p such functions, independent of each other, 

and let the modulus of periodicity of wJl at the transverse cut av be A~) and 

at the transverse cut bv be B}:'). The integral J wJldwJlI taken around the 
boundary of the surface T" in a positive direction, is 0, since the integrand 
is everywhere finite. In the integration, each of the lines a and b is run 
through twice, once in a positive direction and once in a negative direction. 
Throughout the integration, where these lines serve as the boundary of the 
domain traversed positively, we denote by w: the value of wJl on the positive 
side of the path and by w; the value on the negative side. Thus the integral 
is equal to the sum of all the integrals J(w: - w;)dwJl' taken over the lines 
a and b. The lines b lead from the positive to the negative sides of the lines 
a, and so the lines a lead from the negative to the positive sides of the lines 
b. The integral along the line av is therefore 

J A(v)dw 1= A(v) J dw 1= A(v) B(v) 
Jl Jl Jl Jl Jl Jl" 

and the integral along the line bv is 

Hence the integral J wJldwJlI around the boundary of Til in a positive direction 
IS 

~ (A (v) B(v) _ B(v) A (V)) 
~ Jl Jl' Jl Jl' 

V 

and this sum is consequently zero. This equation is valid for every pair of 
the functions WI, W2,"" wp and thus yields p(p -1)/2 relations between the 
moduli of periodicity. 

If we take for the functions W the corresponding functions u, or choose 
them so that A~) is zero whenever l/ =I=- /1, and A~) = 7ri, then the relations 
b B (Jl)· B(JlI). - 0 -ecome Jl' 7rZ - Jl 7rZ - or aJl,Jl' - aJlI,W 
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2l. 

It still remains to show that the numbers a possess the second property 
which we found above to be necessary. 

We set w = p, + vi and suppose that the modulus of periodicity of this 
function at the cut a v is A(v) = Ltv + 1vi and at the cut bv is B(v) = f3v + ovi. 

The integral 

or 

J (ap, av _ ap, av) dT 6 

ax ay ay ax ' 

taken over the surface Til, is equal to the contour integral J p,dv taken over 
the boundary of Til in a positive direction, and therefore is equal to the sum 
of the integrals J (p,+ - p,- )dv taken over the lines a and b. The integral over 
the line a v is Ltv J dv = LtvOv and the integral along bv is f3v J dv = -f3v1v. 

Thus 

Hence the last sum is always positive. 
The required property of the numbers a can now be deduced by setting 

W = Ulml + U2m2 + ... + upmp. For we then have A(v) = m v7ri, B(v) = 

L aj.L,VmW Consequently Ltv is always zero and 
v 

which is equal to the real part of -7r L aj.L,vmj.LmV, so that the latter is 

positive for all real values of the m. 

6This integral represents the area of the surface in the w-plane occupied by the totality 
of values assumed by w in Til. 
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22. 

If, in the O-series (1) of Section 17, we take the number ap"ll' to be the 
modulus of periodicity of the function at the cut bJiI and, with el, e2, ... , 

denoting arbitrary constants, take to be we obtain the well-defined 
single-valued function of z throughout T, 

which is finite and continuous everywhere except on the lines b. On the 
positive side of the line bv the function is exp( - 2 (uv - ev)) times greater 
than on the negative side, if one regards the functions u as having on the line 
b the arithmetic mean of the values on the two edges. The number of points 
of T ' , or pairs of values of 8 and z, for which the function becomes infinitely 
small of first order, can be found by considering the contour integral J d log 0 
taken in a positive direction around the boundary of T'. For this integral is 
equal to the number of such points multiplied by 21fi. On the other hand, 
this integral is also equal to the sum of the integrals 

taken over all the lines a, b, c. The integrals over the lines a and c are all 0, 
while the integral along bv is -2 J duv = 21fi and thus the sum is 21fip. It 
follows that the function 0 becomes infinitely small of first order at p points 
of the surface T' , which we may denote by TJl, TJ2,· .. ,TJp' 

The function logO increases by 21fi when the point (8, z) makes a circuit 
in a positive direction around one of these points and by - 21fi when a circuit 
is made in a positive direction around the pair of cuts av and bv ' In order 
to define the function log 0 uniquely throughout the domain, we make a cut 
in the interior of the domain from each of the points TJ; the cut tv from TJv 
going to av and bv , indeed to their common starting- and ending-points. We 
take the function continuous throughout the surface T* that we obtain. The 
function then has a value on the positive side of the lines tv, av, bv exceeding 
that on the negative side by the amounts - 21fi, 9v21fi, - 2( Uv - ev) - hv21fi, 
respectively, where 9v and hv are integers. 

The positions of the points TJ and the values of the numbers 9 and h de­
pend on the constants e, and the dependence can be determined more closely 
in the following way. The integral J log OduJ.t, taken around the bound­
ary of T* in the positive sense, vanishes because log 0 remains continuous 
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throughout T*. This integral is, however, equal to the sums of the integrals 
J(logO+ -logO-)duJ.L taken over all the cuts I!., a, b, and c, and has the value, 

when the value of uJ.L at the point TJv is denoted by at), 

in which kJ.L depends neither on the position of the points TJ nor on the e, g, h. 
This expression must therefore be O. 

The number kJ.L depends on the choice of the function uJ.L' which is defined 
only to within an additive constant by the condition that the modulus of 
periodicity must be 7ri at the cut aJ.L and 0 at the other cuts a. If we choose 
another function for uJ.L greater by a constant cJ.L and at the same time increase 
ep, by cp" the function 0 and consequently the points TJ and numbers 9 and 
h would be unchanged. The value of the new function up, at the point TJv is, 

however, at) + Cw Hence kp, becomes kp, - (p - l)cp" which vanishes if we 
tak - J:J:.... e cp, - p-l' 

We can therefore, as we shall do in what follows, determine the addi­
tive constants in the functions u, or the initial values in the ex&ressions of 
these functions as integrals, so that by substituting up, - L a;) for vp, in 
10gO(vI, ... ,vp ), a function is obtained which becomes logarithmically infi­
nite at the points TJ, and, extended in a continuous fashion throughout T*, has 
values on the positive edges of the lines I!.v, av , bv exceeding the correspond-

ing values on the negative edges by -271"i, 0, -2 (uv - ~ a!;l) respectively. 

Later we shall present a method of finding these initial values that is easier 
than using the above integral expression for kw 

23. 

If we set 

with respect to the 2p systems of moduli of the functions U (Section 15), so 
that 

( 
p-l p-l P-l) 

_ (v) (v) (v) 
(VI, V2, ... ,Vp) = - Lal ,- L a2 , ... ,- Lap , 

III 
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then e = o. Conversely if e = 0 for vJ1 = 

to a system of numbers of the form 

p-l 

,-L 
1 

is congruent 

For if we set VJ1 = U,t - ()!~) +r J1' with rJp being chosen arbitrarily, the function 
() is infinitely small of first order at rJp, and at p - lather points. Denote 
these by rJI, rJ2, . .. ,rJp-l, then we have 

( 
p-I p-I P-l) - L ()!iv) , - L ()!~v), ... , - L ()!f) 

I I I 

The function () remains unchanged if all its arguments v are replaced by 
their negatives. For the sum of the series is not affected when the signs of 
the indices m are replaced by their opposites, since the -mv run through the 
same set of values as m v , and ()(VI' V2, ... , vp ) becomes e( -VI, -V2, ... , -Vp ). 

If the points rJI, rJ2, . .. ,rJp-1 are now chosen arbitrarily, then 

_ (v) _ (v)_ ( 
p-l P-I) 

() ~ ()!I , ... , ~ ()!p - 0 

and as this function is even (as just mentioned) it follows that 

(v) (v) _ (
P-I P-I) 

() ~ ()!I , ... , ~ ()!p - o. 

The p - 1 points rJp, rJp+l, ... ,rJ2p-2 can therefore be determined so that 

and therefore 

7See, in this connection, paper XI. W. 
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The position of the last p - 1 points depends OIl that of the first p - 1 in 
2p-2 

such a manner that for continuous L = 0 for 
1 

7T = 1, ... , p. Therefore (Section 16) the points TI are 2p - 2 points for 
which one dw is infinitely small of second order; in other words, denoting 
by ((Tv, (v) the value of the pair (8, z) at the point TJv, the pairs of values 
((Tl, (d, ((T2, (2)"'" ((T2p-2, (2p-2) are associated through the equation <p = 0 
(Section 16). 

With this choice of the initial values for the integrals u, we thus have 

(~u;V)" ~ u~») = (0, ... ,0) 

where the s'ummation is over all the common roots (rp,6p) (Section 6) of the 
equation F = 0 and the equation CI <PI + C2<P2 + ... + Cp<pp = 0; the constants 
C are arbitrary. 

If El, E2, ... ,Em are points for which a rational function ~ of 8 and z, that 
becomes infinite of first order m times, has the same value, and if u~), 8J-t, ZJ-t 

denote the values of u-rr, 8, Z at EJ-t, then (Section 15) 

(~ 'u(J-t) ~ u(J-t) ~ U(J-t») 
~ 1 ,~ 2 ""'~ P 

1 1 1 

is congruent to a constant, that is, a system (bI , b2 , ... ,bp ) independent of 
~. It is then possible, for an arbitrarily given position of one point E, to 
determine the position of the others so that 

(~u~)" ~ u~») _ (b" ... ,bp). 

It is therefore possible, when m = p, to bring (UI - bl , ... , up - bp ), and when 
m < p, to bring 

( p-m p-m) 
Ul - ~ exiv) - bl , ... ,up - ~ ex;:) - bp 

for every position of the point (8, z) and the p - m points TJ, into the form 

( p-I P-I) 
- ~ exiv) , ... , - ~ ex~v) 
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by allowing one of the points f to coincide with z). It follows that 

p--m 

-- b1,· .. j ~- L 
for all values of the pair (s, z) and the p - m pairs ((Tv, (v). 

24. 

It follows from the investigations of Section 22 as a corollary, that a given 
system (e 1, ... ,ep ) is always congruent to one and only one system of the 
form 

(~a;V), ... , ~at») 
provided that the function fJ( U1 - e1, ... , up - ep) does not vanish identically. 
For the points Tl must then be the p points for which this function becomes 
zero. If, on the other hand, fJ(ut) - e1,"" ui;) - ep) vanishes for every value 
of (sp, zp), then by Section 23 one can set 

(u;p) - e" ... , u?) - ep) - (--~ u;vl, , - ~ ut) ) 

and therefore for every pair (sp, zp) the pairs (Sl, zd, ... , (sp~l, Zp~l) can be 
determined so that 

(v) (v) _ 
( 

p P) 
~U1 , ... ,~up = (e1, ... ,ep). 

Consequently, when (sp, zp) varies continuously, 

p 

L dur) = 0 for 'if = 1, 2, ... , p. 
1 

The p pairs (sv, zv) are therefore p roots different from the pairs (J p, b p), of 
an equation ¢ = 0 whose coefficients vary in such a way that the remaining 
p - 2 roots stay constant. If we denote the values of U 7r for these p - 2 pairs 

f I f d b (p+1) (p+2) (2p-2) h o va ues 0 s an z y U 7r , U 7r , ••• , U 7r , t en 

(
2P-2 2P-2) 
~uiV), ... , ~u~) _ (0, ... ,0) 
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and consequently 

Conversely, if this congruence holds, 

An arbitrarily given system (e1,"" ep ) is therefore congruent to only one 
system of the form 

if it is not congruent to any system of the form 

and is otherwise congruent to infinitely many. 
Since 

() is an exactly similar function of each of the p pairs (o-J-t, (J-t) as it is of the 
pair (s, z). This function of (o-J-t, (J-t) vanishes for the pair of values (s, z) and 
for the other p - 1 pairs (0-, () associated through the equation ¢ = O. For, 
if we denote the value of U7(' at these points by j3~1), j3~2), ... ,j3f-1), then 

(~ r)J-t) ~ .... ,(J-t») = (rjJ-t) _ ~ j3(v) ....,(J-t) _ ~ j3(V») 
~ '"'I , ... , ~ '"'p - '"'I ~ 1 , ... , '"'p ~ P 

1 1 1 1 

and consequently () = 0, when 'f}J-t coincides with one of these points or with 
the point (s, z). 
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25. 

The properties of the function () developed above yield the expression of 
log () terms of integrals of algebraic functions of , (0- j , ), ... , (0-p, (p). 

The quantity 

logO (U~21 - ~,,\PI,) -logO (ui11 - ~,,;P),) 
regarded as a function of (o-fl.' (fl.)' is a function of the position of the point 'TJfl.' 
which becomes discontinuous at the point El, in the same way as -log((fl.-Zl) 
and at the point E2, in the same way as log((fl. - Z2). On the positive edge 
of a line joining El to E2, this function is greater by 27ri, and on the positive 
edge of the line bv by 2(uF) - uS2)), than on the negative edge. Outside the 
lines b and the line joining El to E2, the function is continuous. 

Let us now denote by W(fl.) (El' (2) any function of (o-fl.' (fl.) which~except 
on the lines b-is discontinuous in a similar fashion and whose values on 
the opposing edges of these lines differ by the same constants. This func­
tion differs from the above function by an amount independent of (0-fl.' (fl.) 

p 

(Section 3). Consequently, the above function differs from LW(fl.)(E1, (2) by 
1 

an amount independent of all the quantities (0-, (), and therefore depending 
only on (81, zd and (82, Z2). Now W(fl.) (El' (2) represents the value of a function 
W(El' (2) of Section 4 for (8, z) = (O-fl.' (fl.)' whose moduli of periodicity on the 

p 

cuts a are O. If a constant c is added to this function, the sum LW(fl.)(El, (2) 
1 

is increased by pc. The additive constant in the function W(El' (2), or the 
initial value in the integral of the third kind representing this function, may 
therefore be taken below so that 

p 

log 0(2) -logo(l) = LW(fl.)(El,E2). 
1 

Since 0 depends on each pair of values (0-, () in the same way as on (8, z), the 
variation undergone by log 0 when any of the pairs (8, z), (0-1, (d, ... , (o-p, (p) 
undergoes a finite variation while the others remain unchanged, can be ex­
pressed as a sum of functions W. 

It clearly follows that, by making successive changes in the individual 
pairs of values (8, z), (0-1, (d, ... , (o-p, (p), we can always express logO as a 
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sum of functions wand 
log 0(0,0, ... ,0) 

or the value of log () for some arbitrary system of values. The determination 
of log 0(0,0, ... ,0) as a function of the 3p- 3 moduli of the system of rational 
functions of 8 and z (Section 12) requires considerations analogous to those 
used by Jacobi for the determination of 8(0) in his work on elliptic functions. 
We can arrive at the desired result using the equations 

ao a20 ao a20 
4 -a- = a 2 and 2 -- = (p, =1= p,') 

a/1,/1 v/1 aa/1,/1' av1tav/1' 

to express the partial derivatives of log 0 with respect to the quantities a in 
the expression 

" alogO 
d log 0 = ~ a da/1,/1' 

a/1,/1' 
via integrals of algebraic functions. The execution of this calculation appears, 
however, to need a more extensive theory of those functions satisfying a 
linear differential equation with algebraic coefficients. I intend to provide 
this shortly, using the the principles applied here. 

If (82, Z2) differs infinitely little from (81, zd, then W(fl' f2) becomes dz1t(fd, 
where t( fd is an integral of the second kind of a rational function of 8 and 
z, which is discontinuous at £1 in the same way as _1_ and has moduli of 

Z-Zl 

periodicity ° at the cuts a. It follows that the modulus of periodicity of such 

an integral at the cut bv is equal to 2 dduS1 ) , and the constant of integration 
Zl 

can be determined so that the sum of the values of t(fl) for the p pairs 
( ;- ) (f ) . 1 a log 0(1) I hell h t a log 0(1) • 1 

0"1, ,,1 , ... , O"p, "P IS equa to aZ1 . t t en 10 ows t a aelL IS equa 
to the sum of the values of t ( 7] It) for the p - 1 pairs different from (0" /1' (/1) 
associated through the equation ¢ = ° and the pair (8, z). We obtain for 

a 1 0 (1) Pal 0(1) 
og d " og d - d 1 0(1) 
aZ1 ZI + 7 a(/1 (/1 - og , 

an expression that Weierstrass has given for the case where 8 is only a two­
valued function of z (Crelle's Journal, vol. 47, p. 300, formula 35). 

The properties of W(fl' f2) and t(fd as functions of (81, zd and (82, Z2) 

can be deduced from the equations 
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and 

\ 1 Dlog 
) = - --------

p 

which are special cases of the preceding expressions for log f)(2) - log f)(1) and 
o !ogo(l) 

OZI 

26. 

We now consider the problem of expressing an algebraic function of z as 
the quotient of two functions, each a product of the same number of functions 
f)(Ul - Ell"') and powers of the quantities eU • 

Any such expression undergoes multiplication by constants whenever (8, z) 
crosses a transverse cut, and these constants must be roots of unity if they 
are to depend algebraically on z and consequently assume only a finite num­
ber of different values for the same z when z undergoes continuous variation. 
If all these factors are j.lth roots of unity, the j.lth power of the expression 
sought will be a single-valued and therefore rational function of 8 and z. 

Conversely, it can easily be shown that every algebraic function r of 
z that can be prolonged continuously throughout the whole surface T', is 
single-valued and undergoes multiplication by a constant factor whenever a 
transverse cut is crossed, can be expressed in a multiplicity of different ways 
as the quotient of two products of f)-functions and powers of the eU • Let us 
denote by /3f.t a value of uf.t for r = 00 and by If.t a value of uf.t for r = 0, and 
let us draw from each point at which r becomes infinite of first order a line 
interior to T', joining it to a point at which r becomes infinitely small of first 
order. The function log r is taken to be continuous in T', except on these 
lines. Accordingly, if log r is greater by an amount 9v21fi on the positive 
edge of the line bv and by an amount - hv21fi on the positive edge of the line 
av , than on the corresponding negative edges, consideration of the contour 
integral J log rduf.t yields: 

(j.l = 1, ... ,p) 
v 

where 9v and hv must, in view of the foregoing remarks, be rational numbers, 
and in the left side of the equation the summation is over points where r is 
infinitely small or infinitely large of first order. Any points where the order 
exceeds 1 are regarded as consisting of several such points (Section 2). If all 
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but p of these points are given, then these p points can always be chosen, 
generally speaking in only one way, so that the 2p factors egv21fi and Chv21fi 

have given values (Sections 15 and 24). 
Suppose that in the expression 

p 
_ e-2~hvuv 

Q 

in which P and Q are products of an equal number of functions 

with the same (8, z) and different (a, (), we substitute the pairs of values 
of 8 and z, for which r becomes infinite, for (a, () in the {I-functions of the 
denominator, and the pairs for which r vanishes for the pairs (a, () in the 
{I-functions of the numerator, and take the remaining pairs (a, () to be the 
same in the denominator and numerator. Then the logarithm of the resulting 
expression has the same discontinuities as log r in the interior of T', and in 
crossing the lines a and b its value, like that of log r, changes by purely 
imaginary numbers constant along these lines. It thus differs from log r, 
by Dirichlet's principle, only by a constant. The expression itself differs 
from r by a constant factor. It goes without saying that the substitution 
is admissible only when none of the {I-functions is identically zero for each 
value of z. This would happen (Section 23) if all the pairs of values for which 
a single-valued function of (8, z) vanishes were substituted for the pairs of 
values of (a, () in one and the same {I-function. 

27. 
A single-valued or rational function of (8, z) thus cannot be represented 

as a quotient of two {I-functions multiplied by powers of the eU • All functions 
r, however, that have more than one value for the same pair of values of 
sand z, and become infinite of first order for p or fewer value-pairs, can 
be represented in this form, and comprise all the algebraic functions of z 
that can be represented in this way. Apart from a constant factor, each r is 
obtained once and once only if in 
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we assign rational fractions less than 1 to hv and gv and set Vv equal to 
p 

ILv - L 
1 

The resulting expression is an algebraic function of each of the quantities 
(, and the principles developed in the previous section fully suffice to express 
it as an algebraic function of z, (1, ... (p. 

This can be seen as follows. As a function of (8, z), when continuously 
extended throughout the surface T', it has one definite value everywhere. 
It becomes infinite of first order for the pairs (0-1, (d, ... , (O-p, (p) and, in 
crossing from the positive to the negative side of the lines av and bv , acquires 
factors ehv27ri and e-9v27ri respectively. Every function of (8, z) satisfying these 
specifications differs from it only by a factor independent of (8, z). Regarded 
as a function of (0-j.J,' (j.J,), it has a well-defined value when extended through­
out the whole surface T', becomes infinite of first order at the point (8, z) 
and for the other p - 1 pairs (o-lj.J,) , dj.J,»),···, (0-~1' (~~1) associated through 
the equation ¢ = 0, and across av it acquires a factor e-hv27ri, across bv a fac­
tor e9v27ri; and every other function of (0-j.J" (j.J,) satisfying these specifications 
differs from it only by a factor independent of (0- j.J,' (j.J,). If therefore we define 
an algebraic function of z, (1, ... (p in the form 

possessing these properties as a function of each pair, it differs from the above 
function only by a factor independent z, (1, ... (p. We can write the above 
function as AI, where A is this factor. To determine the factor, let the pairs 
in I other than (0-j.J,' (j.J,) be denoted by (o-ij.J,) , dj.J,») , ... , (0-~1' (~~1) so that I 
now becomes 

Obviously we get the inverse value of the function to be represented, and 
thus an expression equal to 1" if we substitute in Ag the pair (8, z) for 

(0-j.J,,(j.J,) and substitute, for the pairs (8,Z), (o-ij.J,),dj.J,»), ... ,(o-~I'(~~I)' the 
pairs (8, z) for which the function to be represented is 0, and thus I = 0. 
This yields A2 , and thus A up to sign. The sign can be found by direct 
treatment of the O-series in the expression to be represented. 
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VII. 

On the number of primes less than a given magnitude. 
(MonatsbeTichte BerlineT Akademie, November 1859.) 

I think that I can best express my thanks for the honor which the Academy 
has conferred in admitting me as a correspondent, by making prompt use of 
the privilege now afforded me to report on an investigation into the frequency 
of prime numbers. This is a subject to which Gauss and Dirichlet have de­
voted much effort, and may therefore be considered to be not unworthy for 
such a communication. 

I take as my starting point in this investigation the remark made by Euler, 
that 

where p runs through all prime numbers, and n through all natural num­
bers. I shall denote by ((8) the function of the complex variable 8, which 
is represented by each of these two expressions when they converge. Both 
expressions converge only if the real part of 8 exceeds 1; however, it is easy 
to find an expression for the function which is always valid. 

The equation 

100 -nx s-ld II( 8 - 1) e x x = -'----'-
o n S 

gives immediately 

100 xS-ldx 
11(8 - 1)((8) = . 

o eX - 1 

If we now consider the contour integral 

taken from +00 to +00 in a positive sense over a closed path, which includes 
in its interior the point 0 but no other point of discontinuity of the integrand, 
then it is easily seen to be equal to 

135 



VII. On the nmnber of primes less than a given magnitude. 

provided that, in the multi-valued function (_X)S-l = log(-x), the log­
arithm is determined in such a way that it is real when x is a negative real 
number. 

It follows that 

100 (-x )S-ldx 
2 sin 1r 8 II (8 - 1) ( ( 8) = i 

00 eX - 1 

when the integral is interpreted as above. 
This equation now gives the value of ((8) for every complex 8 and shows 

that it is a single-valued function whose value is finite for every finite 8 with 
the exception of 1. It also shows that ((8) vanishes when 8 is an even negative 
integer. 

If the real part of 8 is negative, the integral can also be evaluated by being 
taken over a path which, instead of surrounding in a positive direction the 
domain described earlier, surrounds in a negative direction all other complex 
numbers; because the integral is then infinitely small for all 8 of infinitely 
large modulus. In the interior of this domain, the integrand is discontinuous 
only when x is equal to an integral multiple of ±21ri, and the integral is 
therefore equal to the sum of the integrals taken in a negative sense around 
each of these points. The value of the integral around the point n21ri is 
(-n21ri)S-1( -21ri). Hence 

2 sin 1r8 II(8 - 1)((8) = (21r)S L nS- 1( (_iy-l + is-I), 

which gives a relation between ((8) and ((1- 8). This can also be expressed, 
by known properties of the function II, as follows: 

II (~ - 1) 1r-~((8) 
remains unchanged when 8 is replaced by 1 - 8. 

This property of the function led me to introduce the integral II (~ - 1) 
instead of II( 8 - 1) as a multiplier of the general term of the series L 18 and 
thus to obtain a very convenient expression for the function ((8). In fact, 

1 ( 8 ) S roo 2 S 1 nS II '2 - 1 1r-'2 = Jo e-n 1[X x '2- dx. 

Therefore, if we set 
00 
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then 

Since 

27/J(x) + 1 = X- 1/2 (27/J (~) + 1) 
(Jacobi, Fund., p. 184)1 we have 

II (~ - 1) 7r-~((s) = 100 7/J(X)X(S/2)-ldx + 11 7/J (~) X(s-3)/2dx 

+ ~ t (x(s-3)/2 _ X(s/2)-1 )dx 
2 Jo 

= + 7/J(x)(X(S/2)-1 + x-(Hs)/2)dx. 1 Joo 
s(s - 1) 1 

I now write s = ~ + ti and 

80 that 

and also 

~(t) = 4 X-1/ 4 COS -tlogx dx. Joo d(x3/27/J'(X)) (1) 
1 dx 2 

This function is finite for all finite values of t and can be expanded in a 
very rapidly convergent series in powers of t 2 . Since log ((s) = - Elog(l­
p-S) remains finite for any value of s whose real part exceeds 1, and since 
the same is true of the logarithms of the other factors of ~(t), it is clear that 
((t) can vanish only if the imaginary part of t lies between ~ i and -~ i. The 
number of roots of the equation ~(t) = 0, whose real parts lie between 0 and 
T, is about 

T T T 
-log---
27r 27r 27r 

because the integral J dlog~(t) taken in a positive sense around a contour 
which includes in its interior all the values of t whose imaginary parts lie be­
tween ~ i and - ~ i and whose real parts lie between 0 and T (ignoring a small 

lJacobi's collected works vol. I, p. 235. W. 
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fractional term whose order of magnitude is f,) has the value (T log g~ - T) i; 
this integral is however equal to 27ri times the number of roots of the equa­
tion = 0 in region. Now we find in fact that there are about this 
number of real roots in this domain, and it is very likely that all the roots 
are real. A rigorous proof of this would certainly be desirable; however after 
a few brief and fruitless attempts to find one, I have put this on one side 
for the time being, because it did not seem to be essential to the immediate 
object of my investigation. 

If we denote by a an arbitrary root of the equation ~(a) = 0, then log~(t) 
can be expressed by 

Since the density of the roots increases with t only as fast as log 2~' this ex­
pression converges and is of order t log t as t tends to infinity. The expression 
thus differs from log~(t) by an amount which is a continuous function of t2 

and which remains finite and continuous for all finite t and tends to zero for 
infinite t after division by t 2 . The difference is therefore a constant whose 
value can be found by setting t = O. 

With the aid of these results, the number of primes less than x can now 
be determined. 

Let F(x) denote this number when x is not a prime number, but this 
number plus ~ when x is a prime, so that whenever F(x) has a jump in 
value, 

In the series 

we now replace 

We obtain 

F(x) = F(x + 0) + F(x - 0). 
2 

log«(s) = 100 f(X)X~s~ldx 
s 1 
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1 (1, 1 +-Fx 2 )+-
2 3 

) + ... 

This equation is valid for every complex value a + bi of s, when a > 1. 
However, if the equation 

g(s) = tX) h(x)x-Sdlogx 
./0 

holds in this domain, then the function h can be expressed in terms of the 
function 9 using Fourier's theorem. If h(x) is real and 

the equation splits into the two following equations: 

gl(b) = 100 h(x)x-acos(blogx)dlogx, 

ig2 (b) = -i 100 
h(x)x-a sin(blogx)dlogx. 

If we now multiply these two equations by 

(cos(blogy) + isin(blogy))db 

Bud integrate from -00 to +00, the right-hand side of each equation becomes 
rrh(y)y-a, by Fourier's theorem. Accordingly, after adding the two equations 
u,nd multiplying by iya, we obtain 

l a+ooi 
27rih(y) = a-ooi g(s)ySds, 

where the integration is carried out so that the real part of s remains constant. 
The integral represents, for every value of y at which the function h(y) 

jumps in value, the mean of the values on either side of the jump. The 
function j (x) defined as above possesses this same property, and therefore 
the equation 

1 l a+ooi log (( s) j(y) = _. yS ds 
27rZ a-ooi S 
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holds in full generality. 
The expression found earlier for log (, 

~ log1C -loges - 1) -logII m + ~IOg (1 + (s :F) + log~(O), 
could now be substituted in this equation. However, the integrals of the 
individual terms of the resulting expression do not converge when the limits 
of integration are infinite. It is therefore expedient to begin by transforming 
the equation by partial integration into 

1 1 l a+ooi dlog «(s) 
f(x) = --. -- S x S ds. 

2m log x a-ooi ds 

Since 

and therefore 
_ d ~ log n (~) = f d ~ log (1 + ~) 

ds 1 ds ' 

all the terms of the expression for f (x) with the exception of the term 

assume the form 

Now 

1 1 l a+ooi 1 -2 . -1 - 2 log~(O)xSds = log~(O) 
7r'l og X a-ooi S 

1 l a+ooi d (~ log ( 1 - ~ ) ) 
±- xSds. 

27ri a-ooi ds 

d (~ log ( 1 - ~ ) ) 
d(3 

1 

((3 - s)(3 

and, when the real part of s exceeds that of (3, 

1 l a+ooi X S xf3 IX 
- 27ri a-ooi ((3 - S )(3 = 7i = 00 xf3- 1dx, 
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d{~pending on whether the real part of f3 is negative or positive. Accordingly, 

1 1 l·a+ooi d 0 log ( 1 - ~ )) s 
- -- x ds 
27ri log x a-ooi ds 

1 l a+ooi 1 ( s ) > = - -. - log 1 - - X S ds 
27rz a-ooi S f3 

l x X;3-1 . 
= -1 - dx + const. (m the first case) 

00 ogx 

l x ;3-1 

= -IX dx + const. (in the second case). 
o ogx 

The constant of integration can be determined in the first case by allowing 
the real part of f3 to become negative infinite. In the second case, the value 
of the integral from 0 to x takes on two values depending on whether the 
path of integration lies above or below the real axis, the values differing by 

In the former case, the integral will become infinitely small when the 
(;oefficient of i in f3 is infinite and positive. In the latter case, the integral 
i8 infinitely small when this coefficient is infinite and negative. This shows 

how the expression log (1 - ~) on the left side is to be determined so that 

the constant of integration disappears. 
By inserting these values in the expression for f(x), we obtain 

f(x) = Li(x) - L (Li(x~+exi) + Li(x~-exi)) 
ex 

100 1 dx 
+ 2 1 + log (( 0) , 

x x-I x ogx 

where the summation L is over all positive roots (or more precisely all 
ex 

complex roots having a positive real part) of the equation ((0:) = 0, arranged 
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in order of increasing moduli. It can be shown, by a more detailed discussion 
of the function t" that with this ordering the series 

~( 1· 1 L., Li(X2+nz) + Li(X2 log .1: 

converges to the limit of the integral 

1 la+bi d ~ L log ( 1 + (S:~) 2 ) 

- xSds 
2ni a-~ ds 

when b tends to infinity. If the order were to be changed, however, the series 
could converge to an arbitrary real value. 

The function F(x) can be found from f(x) by inverting the relation 

f(x) = 2:: ~ F(x1/n), 
n 

which yields 

F(x) = 2::(-1)J1~ f(x~», 
m 

in which m runs through all the natural numbers not divisible by any square 
other than 1, and fJ denotes the number of prime factors of m. 

If, in the sum 2::, we restrict the summation to a finite number of terms, 
a 

then the derivative of the expression for f(x) (neglecting a term which de-
creases very rapidly with increasing x) becomes 

1 2:: cos(odogx)x-~ 
--2 
logx log x ' 

a 

which gives an approximate expression for the density of the primes of mag­
nitude ::; x, plus half the density of squares of primes, plus one-third of the 
density of cubes of primes, and so on. 

The well-known approximation F(x) = Li(x) is therefore correct only to 
within an order of magnitude X 1/ 2 and gives rather too large a value. For 
the non-periodic terms in the expression for F(x) are, excluding those which 
remain bounded as x increases without limit, 

111 
Li(x) - - Li(X1/2 ) - - Li(X1/3 ) - - Li(X1/5 ) 
235 

1 1/6 1 1/7 + 6 Li (x ) - ;; Li (x ) + ... 
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In fact the comparison between the number of primes less than x and 
, undertaken by Gauss and Goldschmidt and taken up to x = 3,000,000, 

revealed that the number of primes is already less than after the 
hundred thousand and that the difference, with many fluctuations, grad­

uaJly increases with :r. The increases and decreases of density in the prime 
numbers due to the periodic terms had already been observed in the counts, 
but it had escaped notice that it is regulated by a certain law. If a future 
count is undertaken, it would be interesting to follow up the influence of the 
individual periodic terms in the expression for the density of the primes. The 
function f(x) should exhibit a more regular behaviour than F(x), and indeed 
fwready substantially coincides on average with Di( x) + log ~ (0) in the first 
hundred. 
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VIII. 

On the propagation of planar air waves of finite amplitude. 

(Abhandlungen der Koniglichen Gesellschaft der Wissenschaften zu 
Gottingen, vol. 8, 1860.) 

The differential equations that determine the motion of gases have long 
been set down. However, their integration has essentially been worked out 
only for the case when the pressure differences can be treated as infinitely 
small fractions of the total pressure. Until very recently, one had to be con­
tent to take into account only the first power of these fractions. A short 
while ago, Helmholtz took account of second order terms in the calculation 
and thereby explained the actual origin of combination tones. However, in 
the case where the initial motion is entirely in one direction, and velocity and 
pressure are constant in every plane perpendicular to this direction, the exact 
differential equations can be completely solved. The previous treatment is 
entirely sufficient to explain the experimental phenomena already observed. 
Nevertheless, with the great progress which Helmholtz also made very re­
cently in the experimental treatment of acoustical questions, the results of 
the present more exact calculation should perhaps give some reference points 
for experimental research in the not too distant future. This may justify their 
communication, quite apart from the theoretical interest of the treatment of 
nonlinear partial differential equations. 

Boyle's law may be assumed to give the dependence of the pressure on the 
density, when the temperature differences due to variations in pressure are 
(~ompensated so quickly that the temperature of the gas can be considered 
(lOnstant. Probably, however, the thermal exchange is entirely negligible. 
Hence we must take, as a foundation for this dependence, the law that the 
pressure of the gas increases in proportion to the density, when heat is neither 
taken up nor released. 

According to the laws of Boyle and Gay-Lussac, denoting by v the volume 
uf a unit mass, p the pressure and T the temperature measured from -273°C, 

logp + log v = log T + const. 

Here we treat T as a function of p and v. We denote the specific heat for 
(~onstant pressure by c, and the specific heat for constant volume by d, in 

145 



VIII. On the propagation of planar air waves of finite amplitude. 

both cases for unit mass. Then this unit mass, when p and v vary by dp and 
takes up the quantity of heat 

aT ,aT 
c-dv+c -dp. av ap 

Since ~;~~~. = ~II~;~ = 1, this quantity is 

T(cdlogv + c'dlogp). 

Thus if no heat absorption takes place, d log p = -? d log v. If we assume, 
with Poisson, that the ratio ? = k of the two specific heats is independent 
of temperature and pressure, we have 

logp = -k log v + const. 

According to recent experiments of Regnault, Joule and W. Thomson, 
these laws are probably very close to validity for oxygen, nitrogen, hydrogen 
and their mixtures under all pressures and temperatures treated. 

A very close fit has been determined for by Regnault for these gases to 
the laws of Boyle and Gay-Lussac, and the independence of the specific heat 
c from temperature and pressure. 

For atmospheric air, Regnault obtained: 

c = 0.2377 

c = 0.2379 

c = 0.2376 

between -30° C 

between + 1 0° C 

between + 100° C 

and + 10°C, 

and + 100°C, 

and + 215°C. 

Likewise, atmospheric pressures between 1 and 10 atmospheres yielded 
no noticeable difference in specific heat. 

From experiments of Regnault and Joule, the Mayer hypothesis adopted 
by Clausius appears to be very nearly correct for these gases: a gas expanding 
at constant temperature takes up only the amount of heat required to perform 
the external work. If the volume of the gas varies by dv while the temperature 
remains constant, then dlogp = -dlogv, the quantity of heat absorbed 
is T(c - c')dlogv, and the work done is pdv. Hence the hypothesis gives, 
denoting by A the mechanical equivalent of heat, 

AT(c - c')d log v = pdv 
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I pV 
c- c = AT' 

is independent of pressure and temperature. 
Accordingly k = ~ is independent of pressure and temperature. If we c 

c = 0.237733, A = 424.55 kilogram meters, according to Joule, and for 
tt'mperature O°C, or T = ~~3o;5~' pV = 7990.267 according to Regnault, we 
Hud that k = 1.4101. The velocity of sound in dry air at O°C amounts to 

V7990.267 x 9.8088k 

meters per second, and with this value of k is found to be 332.440. The two 
Inost complete series of experiments of Moll and van Beek, respectively give 
a:i2.528 and 331.867 separately, 322.271 taken together; the experiment of 
Mftrtins and A. Bravais gives 332.37, according to their own calculations. 

1. 

1b begin with, we do not need to make a definite hypothesis on the 
d(1pendence of pressure on density. Hence we assume that the pressure is 

for density p, and leave the function <p undetermined for the present. 
We now introduce rectangular coordinates x, y, Z, taking the x-axis in 
direction of motion. Denote by p the density, P the pressure and u the 

velocity at coordinate x and time t. Let w be an element of the plane having 
.'oordinate x. 

The volume of a right cylinder standing on the element w, of height dx, is 
Uwn w dx, and the mass it contains is wp dx. The variation of the mass during 

element t, or the quantity w Wi dt dx, is determined by the mass flowing 
the element, which is found to be -w tx (pu) dx dt. Its acceleration is 

+. 'u ~~, and the force that drives it in the direction of the positive axis is 

ap I ap 
- ax wdx = -<p (p) ax wdx 

<p' (p) denotes the derivative of <p(p). Hence we have the two differential 
ttquations for p and u: 

or 

ap 

at ax 
( au au) I ap p -+u- =-<p(p)-, 

at ax ax 

a(pu) 

au au I a 
- +u- = -<p (p) - logp 
at ax ax 
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and 
a a au 
at log p + u - log p = ---. 

Multiplying the second equation 
ing for brevity 

Jt.pl(p) and adding the first, and writ-

(1) 

(2) 

J Jt.pl(p) d logp = J(p), 

J(p) + U = 2r, J(p) - U = 2s, 

these equations take the simpler form 

(3) ar ( r:tt:\) ar - = - U + V t.p (p) -
at ax 

as ( r:tt:\) as 
at = - U - V t.p' (p ) ax' 

where u and p are defined as functions of rand s via the equation (2). It 
follows that 

(4) 

(5) 

dr = ~: (dx - (u + J t.pl(p)) dt) 

ds = ~: (dx - (u - J t.p' (p) ) dt) . 

Under the hypothesis, always found in physical reality, that t.p'(p) is pos­
itive, these equations signify that r remains constant if x and t vary in such 

a way that dx = (u + Jt.pl(p)) dt, and that s remains constant if x and t 

vary so that dx = (u - J t.p'(p)) dt. 
Thus a particular value of r, or of J(p) + u, moves towards larger values 

of x with velocity Jt.p'(p) + u, while a particular value of s, or of J(p) - u, 
moves towards smaller values of x with velocity J t.p' (p) - u. 

A definite value of r will gradually meet with each value of s lying ahead 
of r, and the velocity of its progress will depend at a given moment on the 
value of s with which it meets. 

2. 

The analysis at once offers the means of answering the question of where 
and when a value r' of r encounters a value s' of s lying ahead of r'; that 
is, we determine x and t as functions of rand s. Indeed, if we introduce r 
and s as independent variables in equations (3) of the previous section, these 
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equations become linear differential equations in x and t. Thus they can be 
solved by known methods. In order to effect the reduction of the differential 
equation to one linear equation, it is convenient to write equations (4) and 
(5) of the previous section in the form: 

(1) dr = :: { d ( x - (u + J <p'(p) ) t) + 

[dr (dIOg~ + 1) +ds (dIOg~ -1)] t}, 
dlogp dlogp 

(2) ds = : {+ -(u- h'(p))t)-

[dS (dlOg ~ + 1) + dr (dlOg ~ -1)] t}. 
dlogp dlogp 

Considering sand r as independent variables, we obtain for x and t the two 
linear differential equations: 

o(x- (u+~)t) =_t(dIOg'~ -1) 
os d~gp' 

o (x - (u -~) t) = t (dlOg ~ _ 1) . 
or dlogp 

Consequently, 

(3) (x- (u+v'\QI(p))t)dr- (x- (u-J<pl(p))t)ds 

is a complete differential, whose integral w satisfies the equation 

02W = -t (dIOg~ -1) = m (ow + OW). 
oros d log p or os 

Here m = ~ (dlO!f?0 - 1) is a function of r + s. Now write f(p) = 
2 cp'(p) ogp 

r + s = a. Then 
~_ da 

<p p - dlogp' 
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and consequently 
1 d log E.e. 

Tn = __ da 

2 do-

With the Poisson hypothesis 

j(p) = 2aVk p(k-l)/2 + const. 
k-1 

If we choose 0 for the value of the arbitrary constant, then 

r:if:\ k+1 k-3 
yrp'(p) + u = -2- r + -2-s, 

r:if:\ k-3 k+1 
y rp'(p) - u = -2- r + -2-s, 

rn = (1 1) 1 k-3 
2-k-1 ;:-=2(k-1)(r+s)" 

If we assume Boyle's law rp(p) = a2p, we obtain 

j(p) = a log p, 

Jrpl(p) + u = r - s + a, Jrpl(p) - U = S - r + a, 
1 

m=--
2a' 

that is, the values obtained from the above if we reduce j(p) by the factor 

2::1, and thus reduce rand s by 2:!!, and then set k = 1. 
The introduction of rand s as independent variables is, however, only pos­

sible where the determinant of these functions of x and t, which is 2 J rp' (p) ~~ ~~ 
does not vanish, that is, when ~~, ~~ are both nonzero. 

If ~~ = 0, we obtain dr = 0 from (1) and 

x - (u - J rp' (p ) ) t = a function of s 
from (2). Consequently the expression (3) is again a complete differential, 
and w is merely a function of s. 

Similarly, if ~~ = 0, then s also is a constant with respect to t, and 

x - (u + J rp' (p)) t and ware functions of r. 
Finally, if ~~ and ~~ are both 0, then from the differential equation, r, s 

and ware constants. 
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3. 

In order to solve the problem, we must first of all determine w as a 
function of rand s in such a way that it satisfies the differential equation 

(1) [Pw (ow ow) 
oros - m or + os = 0 

together with the initial conditions, which will determine w up to an additive 
constant that can clearly be chosen arbitrarily. 

The equation 

(2) (x- (U+ V<P'(p)t)) dr- (x- (u-V<P'(p))t)ds=dw 

will then yield the time and location where a particular value of r meets a 
particular value of s. Finally we find u and p as functions of x and t by 
referring to the equations 

(3) f(p) + u = 2r, f(p) - u = 2s. 

Indeed, provided that neither dr nor ds is zero in a finite interval and 
consequently neither r nor s is constant, the equations 

(4) 

(5) 

x - (u + V <P' (p) ) t = ~~, 
x - (u - V <P' (p) ) t = - ~: ' 

which follow from (2), can be combined with (3) to express u and p in terms 
of x and t. 

If, however, r initially has the same value r' in a finite interval, then this 
interval gradually moves forward to larger values of x. Inside this region 

where r = r', we cannot derive the value of x - (u + V <P' (p) ) t from the 

equation (2), because dr = O. Indeed, in this case the question of where 
and when this value r' encounters a particular value of s permits no precise 
answer. Equation (4) is now valid only at the boundaries of this region and 
yields the values of x, between which the constant value r' of r occurs, when 
time is specified, or alternatively the time interval during which this value 
of r occurs, when location is specified. Between these limits, u and pare 
determined as functions of x and t from equations (3) and (5). Similarly we 
find these functions when s takes the value s' in a finite region, while r varies, 
or when r, s are both constant. In the latter case, they take constant values, 
which are found from (3), between the bounds defined via (4) and (5). 
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4. 

Before we set about the solution of equation (1) of the previous section, 
it seems convenient to note some considerations that are not needed for this 
purpose. Concerning the function <.p(p), the only hypothesis required is that 
its derivative does not decrease with increasing p, which in physical reality 
is certainly always the case. We also make a remark here that will be used 
several times in the following section. The quantity 

when one of PI and P2 varies, either remains constant or increases and de­
creases with this quantity. It follows from this equation that the value of this 
expression lies between <.p'(pd and <.p'(P2)' 

We treat first of all the case where the initial disturbance of equilibrium 
is restricted to a finite region defined by the inequalities a < x < b. Thus 
outside this interval, U and p, and consequently rand 8, are constant. The 
values of these quantities for x < a are denoted with suffix 1; for x > b, 
suffix 2. The region in which r is variable gradually moves forward according 
to Section 1, its lower bound having velocity y'<.p'(PI) + UI, while the upper 
bound of the region, in which 8 is variable, moves backward with velocity 
y' <.p' (P2) - U2· After a time interval 

b-a 

the two regions separate, and between them a gap forms in which 8 = 82 and 
r = rl, and consequently the gas particles are again in equilibrium. Thus 
from the initially disturbed location, two waves issue in opposite directions. 
In the forward wave, 8 = 82; accordingly, to a particular value P of the density 
is associated the velocity U = J(p) - 282, and both values move forward with 
constant velocity 

y'<.pl(p) + U = y'<.pl(p) + J(p) - 282' 

In the wave moving backward, on the other hand, the velocity - J (p) + 2rl 
is associated to the density p, and these two values move backward with 
velocity y' <.p' (p) + J (p) - 2rl. The rate of propagation is greater for greater 
densities, because both J (p) and y' <.p' (p) increase with p. 
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If we think of p as the ordinate of a curve for the abscissa x, then each 
point of this curve moves forward parallel to the x-axis with constant velocity. 
Indeed the greater the ordinate, the greater the velocity will be. It is easy 
to see that, according to this law, points with greater ordinates would finally 
overtake preceding points with smaller ordinates, so that to a given value of 
X would correspond more than one value of p. Since this cannot occur in 
physical reality, a condition must enter that renders the law invalid. In fact, 
the derivation of the differential equation is based on the assumption that u 
and p are continuous functions of x having finite derivatives. However, this 
assumption ceases to hold as soon as the density curve is perpendicular to 
the x-axis at some point. From this moment on, a discontinuity appears in 
this curve, so that a greater value of p immediately succeeds a smaller value. 
This case will be discussed in the next section. 

The compression waves, that is, the parts of the wave in which the density 
increases in the direction of propagation, become ever narrower with their 
forward progress and finally become compression shocks. However, the width 
of the expansion waves grows in proportion to elapsed time. 

We may easily show, at least under the assumption of Poisson's (or 
Boyle's) law, that in the case when the initial disturbance of equilibrium 
is not confined to a finite region, compression shocks must also form in the 
course of the motion, excluding quite special cases. The velocity with which 
a. value of r moves forward is 

k+l k-3 
--r+--s 

2 2 

with this hypothesis. Thus larger values will, on average, move with greater 
velocity. A larger value r' must eventually overtake a preceding smaller value 
r", unless the value of s corresponding to r" is, on average, smaller by 

( I ") 1 + k r -r --
3-k 

than the value of s simultaneously corresponding to r'o In this case, s becomes 
negatively infinite for positive infinite x, and thus for x = +00, the velocity 
u is +00 (or instead, the density, according to Boyle's law, becomes infinitely 
small). Thus excluding special cases, it must always transpire that a value 
of r, larger by a finite amount, follows immediately after a smaller value. 
Consequently, since ~: becomes infinite, the differential equations lose their 
validity, and forward moving compression shocks must occur. Likewise, in 
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almost all cases, since Z; tends to infinity, backward moving compression 
shocks will 

To determine the time and location for which become infinite and 
sudden compressions begin, we obtain from equations 1) and (2) of Section 
2, on introducing the function w, 

or (02W (dlOg Vcp'(p) ))_ 
~ ~ 2 + dl + 1 t - 1, uX ur ogp 

as (_ 02W _ (dlog~ + 1) t) = l. 
ax OS2 dlogp 

5. 

Since sudden compressions almost always occur, even when density and 
velocity initially vary continuously everywhere, we must now seek the laws 
for the propagation of compression shocks. 

We suppose that at time t, a jump in u and P occurs at x =~. We denote 
the value for x = ~ - 0 of these quantities, and those depending on them, 
using suffix 1; for x = ~ + 0, suffix 2. The velocities with which the gas 
moves relative to the location of the discontinuity, UI - ~, U2 - ~, may be 
denoted by VI and V2. The mass that passes in the positive direction through 
an element w of the plane where x = ~, during the time element dt, is then 

VIPIW dt = V2P2W dt; 

the force acting on the element is (CP(PI) - CP(P2))W dt and the resultant in­
crease in velocity is V2 - VI. Thus 

and 

so that 

Thus 

(1) d~ 
- =UI± 
dt 

P2 CP(PI) - rp(P2) 

PI PI - P2 

P2 cp(pd - rp(P2) = U2 ± PI cp(pd - CP(P2) 

PI PI - P2 P2 PI - P2 
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For a compression shock, P'2 - PI must have the same sign as VI and V2. For 
forward moving shock the sign is negative, for a backward moving shock, 

In the first case, the upper signs apply and PI is than P'2' 
by the assumption on tp(p) at the beginning of the previous section, 

Consequently, the location of the discontinuity moves forward more slowly 
than the succeeding values of T, and more quickly than the preceding val­
lieS. Thus Tl and T'2 are determined at a given moment via the differential 
€lquations valid on either side of the discontinuity. The same applies for 82, 

tLnd consequently for P2 and U2, since the values of 8 move backward with 
velocity J tp' (p) - u; but not for 81. The values of 81 and !fft are uniquely 
determined from Tl, P2 and U2 via the equation (1). Indeed, only one value 
of PI satisfies the equation 

(PI - P2)(tp(pd -tp(P2)) 

PIP2 

Por the right side takes each positive value only once when PI increases to 
Infinity from the value P2, because as well as f(pd, the two factors 

j¥;1 j¥;2 - - - and 
P2 PI 

tp(pd - tp(P2) 

PI - P2 

into which the last term can be divided, persistently increase, or only the 
bttter factor remains constant. Now when PI is determined, we obtain fully 
dtl1,ermined values of Ul and !fft via the equation (1). 

Entirely similar considerations hold for a backward moving compression 
shock. 

6. 

We have found that in a propagating compression shock, the values of 
'It and P on either side are always linked by the equation 

(Ul - U2)2 = (PI - (2) (tp(pd - tp(P2)) . 
PIP2 
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The question now arises as to what happens when, at a given time and 
location, arbitrarily given discontinuities occur. In this case, according to the 

OfUl, PI, V,2, P2, either two compression shocks run from this location 
opposite directions, or one runs one forward, or one runs backward; or, finally, 
no compression shock actually occurs, in which case the motion follows from 
the differential equation. 

We denote the values that U and P take after or between the compression 
shocks at the first moment of their propagation using an accent. Then in the 
first case pi > PI, pi > P2, and we have 

(1) 

(2) 

I UI-U = 

+ 

(pi - PI)( VJ(p I ) - VJ(pd) 
pi PI 

(P' - P2)(VJ(P') - VJ(P2)) 
P'p2 

(P' - pd (VJ(pI ) - VJ(pd) 
p'pi 

(pi - P2) (VJ(P') - VJ(P2)) 
p'p2 

Since both terms on the right side of (2) increase together with pi, UI - U2 
must be positive and 

(UI - U2? > (PI - P2)(VJ(PI) - VJ(P2)). 
PIP2 

Conversely, when these conditions are fulfilled, one and only one pair of values 
of u' and pi satisfies the equations (1). 

For the latter case to occur, and thus for the motion to be determined 
via the differential equations, it is necessary and sufficient that rl :::; r2 and 
81 2: 82, that is, Ul - U2 is negative and 

The values rl and r2, 81 and 82, then move apart, since the value in front 
moves forward with greater velocity, so that the discontinuity vanishes. 
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If neither the former, nor the latter, conditions are fulfilled, then the 
mitial values are satisfied by a single compression wave, indeed one that 
moves forward or backward according as PI is larger or smaller than 

Iudeed, in that case, if PI > P2, 

is positive, because ('Ul - 'U2) 2 < (f (pr) - f (P2) ?, and at the same time it is 

because 

(PI - P2)(rp(Pl) - rp(P2)) 

PlP2 

('Ul - 'U2? S; (PI - P2) (rp(pr) - rp(P2)) . 
PlP2 

Now we may find a value for the density P' behind the compression shock 
t.hat satisfies condition (3) of the previous section, and this value is S; Pl. 
COllsequently, since s' = f(p') - rl, Sl = f(Pl) - rl, we also have s' S; Sl, so 
that the motion proceeds according to the differential equation behind the 
{~()[npression shock. 

The other case, PI < P2, is obviously not essentially different from this 
one. 

7. 

In order to illustrate the above by a simple example, where the motion 
('f\,n be determined by the methods we have found, we shall assume that the 
pn~ssure and density depend on one another via Boyle's law and that initially 
density and velocity have a jump at x = 0, but are constant on both sides of 
this location. 

By the above, there are four cases to be distinguished. 

I. If 'Ul-'U2 > 0, so that the two gas masses move together, and (Ul ~U2) 2 > 
_",-..J...::.'-, then two compression shocks running in opposite directions will 

fh;;~~ From (1) of Section 6, if a denotes (~) 1/4 and e denotes the positive 

mot of the equation 
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the density between the compression shocks is pi = O\I{hP2' From of 
Section 5, the forward moving compression shock satisfies 

I a 
dt = U2 + aaO = u + aO; 

the backward moving one satisfies 

dE, aO I aa 
dt = U1 - -;- = u 0 . 

After time t has elapsed, if 

CUI - a ~) t < x < (U2 + aaO)t, 

the values of the velocity and density are u' and p'. For a smaller x, the 
values are U1 and PI; for a larger x, U2 and P2. 

II. If U1 - U2 < 0, so that the gas masses move apart, and moreover 

(Uj : U, ) 2 :> (log :) 2, 

then two gradually widening expansion waves issue from the boundary in 
opposite directions. By Section 4, between them we have r = r1, 8 = 82, 

U = 1'1 - 82. In the forward moving wave, 8 = 82 and x - (u+a)t is a function 
of 1', whose value is ° from the initial values t = 0, x = 0. For the backward 
moving wave, on the other hand, we have l' = 1'1 and x - (u - a)t = 0. One 
equation for the determination of u and p, for 

(1'1- 82 +a)t < x < (u2+a)t, 

is u = -a + T; for smaller values of x, it is l' = 1'1 and for larger values, 
l' = 1'2. The other equation is u = a + T for 

(U1 - a)t < x < (1'1 - 82 - a)t. 

For smaller x, it is 8 = 81, and for larger x, 8 = 82. 

III. If neither of these two cases holds, and PI > P2, a backward moving 
expansion wave and a forward moving compression wave occur. For the 
latter, we find from (3) of Section 5, 0 denoting the root of the equation 

2(1'1-1'2) 1001 
a = 2 og + - e' 
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that. pi = (j2P2- From (1) of Section 5, 

d~ 
- = U2 + a() = 
dt 

a 
+0' 

Thus after time t has elapsed, in front of the compression shock, that is for 
(U2 + a())t, we have U = U2, P = P2. Behind the compression shock, 

however, we have r = rl and moreover, if 

(Ul-a)t<x< (u'-a)t, 

we have u = a + f. For a smaller x, we have U = Ul, and for a larger x, 
u u'. 

IV. Finally, if neither of the first two cases holds, and PI < P2, the 
progress is just as in III, with the direction reversed. 

8. 

To solve our problem in general, by Section 3 we must determine the 
function w in such a way that it satisfies the differential equation 

(1) 

wHld the initial conditions. 
Let us exclude the case where discontinuities occur. Then obviously from 

Section 1, the location and elapsed time, or the values of x and t, for which a 
d(~finite value r' of r meets a definite value s' of s, are completely determined 
once the initial values of rand s are given for the interval between the values 
1" of rand s' of s, provided that the differential equations (3) of Section 1 are 
iilltisfied in the region (5) of values of x which (for any given t) lie between 
the two values corresponding to r = r.l and s = s'. Thus the value of w for 
r r', s = s' is also fully determined if w satisfies the differential equation 
(1) i~ the region (5), and if for the initial values of rand s the values of ~~ 
ll.ud ~~, and hence, up to an additive constant, that of w, are given. This 
l'nnstant may be chosen arbitrarily. 

For these conditions are equivalent to those given above. It also follows 
from Section 3, that ~~ takes different values on either side of a value r" of 
1', when this value falls in a finite interval. However, ~~ varies continuously 
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with s; likewise, for the variation of ~~ with r. The function w itself varies 
continuously with both rand s. 

After these preparations we can proceed to the solution of our problem, 
the determination of the value of w for two arbitrary values r', s' of r, s. 

For visualization, we think of x and t as abscissa and ordinate of a point 
in a plane, and draw the curves in this plane where rand s have constant 
values. We may denote the first of these by (r), the second by (s). We treat 
the direction in which t increases as positive in the curves. The region (8) 
will then be represented by a part of the plane bounded by the curve (r'), 
the curve (s'), and the part of the x axis lying between them. The point 
in question is to determine the value of w at the intersection of the first 
two curves from the values given in the latter line. We wish to generalize 
the problem somewhat. We assume that the region (8) is bounded by an 
arbitrary curve c, rather than the latter line, which cuts neither curve (r), 
(s) more than once, and that for values of rand s belonging to the curve the 
values of ~~, ~~ are given. It will emerge from the solution of the problem 
that we require for these values of ~~, ~~ only that they vary continuously 
with position in the curve: otherwise they may be arbitrary. If the curve 
c met one of the curves (r), (s) more than once, these values would not be 
independent of each other. 

In order to determine functions that satisfy linear partial differential equa­
tions and linear boundary conditions, we can apply a procedure entirely 
analogous to the solution of a system of simultaneous linear equations, mul­
tiplying by undetermined factors, adding and then determining those factors 
so that the sum of the unknown quantities reduces to a single one. 

We consider the part (8) of the plane bounded by the curves (r) and 
(s) to be cut up into infinitely small parallelograms and denote by 8r,8s the 
variations that the quantities rand s undergo, when passing along the curve 
elements that form the sides of the parallelograms in a positive sense. Further 
denote by v an arbitrary function of rand s that is everywhere continuous 
and has continuous derivatives. From equation (1), 

(2) o = v -- - m - + - 8r 8s J (fJ2w (fJW fJW)) 
fJrfJs fJr fJs 

where the integral is taken over the region (8). The right side of this equa­
tion is now arranged, in other words, the integral is transformed via partial 
integration, so that apart from known quantities it contains only the func­
tion sought, not its derivatives. By carrying out this operation, the integral 
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becomes J W (!2;S + o;;V + o~V) brbs, 

taken over (8), together with a simple integral that, since a;:: varies contin­
uously with s, ~~ with r, and w with both rand s, is taken only over the 
boundary of (8). Denote by dr and ds the variations of rand s in a boundary 
element. Here the boundary is traversed in the same direction, relative to 
the interior normal, as the positive direction in the curves (r) with respect 
to the positive direction in the curves (s). The boundary integral is 

-J (v (~: - mw ) ds + w (~~ + mv) dr) . 

The integral over the entire boundary of 8 is equal to the sum of the 
integrals over the curves c, (s'), (r') forming this boundary. Denoting their 
intersection points by (c, r'), (c, s'), (r', s'), the integral is 

i
C,SI + irl,sl + lc,rl 

c,r' c,s' s' ,r' 

Of these three summands, the first contains only known quantities apart 
from the function v. The second, since ds = 0 in this integral, contains 
only the unknown function w itself, not its derivatives. The third summand, 
however, can be transformed via partial integration into 

l c,rl (ov ) 
(vw)rl,sl - (vw)c,rl + w ~ + mv ds; 

s',r' uS 

again, only the desired function w occurs in this term. 
By these transformations, the equation (2) clearly yields the value of the 

function w at the point (r', s'), expressed in terms of known quantities, if the 
function v satisfies the following conditions: 

1) throughout 8, 02V + omv + omv = O. 
oros or os ' 
ov 
os +mv = 0; (3) 

2) for r = r', 

3) for s = s', 
OV 
or +mv = 0; 

4) for r = r', s = s', we have v = 1. 
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We then have 

j'C,st ( (aw ) ( )) + c,r' V as - mw ds + w aT + rnv dT . 

9. 

By the procedure applied above, the problem of determining a function 
w satisfying a linear differential equation and linear boundary conditions 
reduces to a similar but much simpler problem for another function v. The 
determination of this function is usually easiest by treating a special case of 
the problem via Fourier's method. Here we must be content merely to point 
out this calculation, and demonstrate the result in another way. 

In equation (1) of the previous section, we introduce independent vari­
ables a = r + s, u = r - S in place of rand s, and choose for c a curve in 
which a is constant. Now the problem can be treated by Fourier's principles. 
By comparing the result with equation (4) of the previous section, we have, 
writing r' + s' = a', r' - s' = u', 

Here 'l/;l (a), 'l/;2 (a) denote particular solutions of the differential equation 
'I//' - 2rn'l/;' + ph/J = 0, for which 

If we assume Poisson's law, according to which m = (~ - k~l) ~, 'l/;l and 
'lj;2 can be expressed as definite integrals. We recover a triple integral for v, 
whose reduction yields 

1 1 

_ (r'+s')2-k-l (3 1 1 1 -(r-r')(s-s')) v- F ---- ---- 1 
r + s 2 k - l' k - 1 2 ' , (r + s) (r' + s') . 

We can easily demonstrate the correctness of this expression by showing 
that it actually satisfies the condition (3) of the previous section. 

Let us write v = exp (- J; m da) y, For y, the conditions become 

a2y (dm 2) 
aras + da - m y = 0, 
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and y = 1 both for r = r' and s = s'. Under Poisson's hypothesis, however, 
we can satisfy these conditions by taking y to be a function of 

(r - r')(s - s') z = - -'-_-'-:"":"'-_-'-
(r + s)(r' + s')· 

For then, writing A = ~ - k~l' m = ~, so that ~r; - m 2 = - (,X!;2), the 
equation becomes 

EPy 1 (d2y ( 1 ) dY ) 
asar = a2 d(logz)2 1 - -; + dlogz . 

Consequently, v = (:),x y, and y is a solution of the differential equation 

d2y dy 2 

(1 - z) d(logz)2 - z dlogz + (..\ + A )zy = o. 

With the notation introduced in my paper on Gauss's series, y is a function 

( 0 -A 0 ) 
p 0 l+A 0 z ; 

in fact, the particular solution equal to 1 for z = o. 
According to the transformation principles developed in that paper, y 

can be expressed not only via the functions P(O, 2A + 1,0), but also via the 
functions P G, 0, A + ~), P (0, A + ~,A + ~). We obtain in this way a large 
class of representations of y via hypergeometric series and definite integrals. 
Here we point out only the following: 

y = F(l + A, -A, 1,z) = (1- z)'xF (-A, -A, 1, z ~ 1) 

= (1 - z)-l-'xF (1 + A, 1 + A, 1, _z_) , 
z-l 

which are adequate in all circumstances. 
In order to derive the results that hold for Boyle's law from those found 

for Poisson's law, we reduce r, s, r', s' by ~~ according to Section 2, and then 
set k = 1. We obtain m = - 2~ and 

00 (r _ r,)n(s _ s,)n 
..!.. (r-r' +8-8') L v = e 2a 

(n!)2(2a)2n 
n=O 
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10. 

If we substitute the expression found for v in the previous section into 
equation (4) of Section 8, we obtain the value of w for r = r', s = s', expressed 
in terms of the values of w, ~~, ~: on the curve c. In our problem, only ~~ 
and ~: are given directly on the curve, while W must be found from these 
quantities by integration. Hence it is convenient to transform the expression 
for W r' ,s' in such a way that only the partial derivatives of W appear under 
the integral sign. 

Denote by P and :E the integrals of the expression -mv ds + (~~ + mv) dr 
and (~~ + mv) ds - mv dr, which are complete differentials in view of the 
equation 

fJ2v + amv + amv = 0 
aras ar as . 

Denote by w the integral of P dr + :E ds, an expression which is again a 
complete differential since 

ap a:E 
-=-mv=-
as ar' 

We now determine the integration constants in these integrals in such a 
way that w, ~~ , ~~ vanish for r = r', s = s'. Now w satisfies the equations 

aw aw 
ar + as + 1 = v, 

and w = 0 for both r = r' and s = s'. Incidentally, w is completely deter­
mined by these boundary conditions and the differential equation 

a2w (aw aw ) 
aras + m ar + as + 1 = o. 

If we now introduce w in place of v in the expression for W r' ,s', we can 
transform it via partial integration into 

(1) 

In order to determine the motion of the gas from the initial state, we 
must take c to be the curve in which t = O. In this curve, ~~ = x, ~: = -x. 
By repeated partial integration, we obtain 

es' 

wr',s' = we,r' + l' (wdx - xds). 
c,r' 
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Consequently, by (4), (5) of Section 3, 

(2) 
( x - ( J~' (p) + u ) t) r' ,S' = xr ' + 1~ ~~ dx, 

r 

(x + (J~'(p) - u) t)r"s' = X s' -l~s' ~; dx. 
r 

However, the equations (2) only express the motion as long as 

82w (dlOg vI?[P5 ) 82w (dlOg J~'(p) ) 
-8 2 + dl + 1 t, -8 2 + dl + 1 t r ~p s ~p 

remain different from O. As soon as one of these quantities vanishes, a com­
pression shock occurs, and equation (1) is only valid inside a region that lies 
entirely to one side of this compression shock. Hence the principles developed 
here are insufficient-at least in general-to determine the motion from the 
initial state. However, with the help of (1), and the equations that hold for 
the compression shock by Section 5, we can indeed determine the motion if 
the location ofthe compression shock at time t (that is, ~ as a function of t) is 
given. But we will not pursue this further. Likewise we forgo the treatment 
of the case when the air is bounded by a fixed wall. The calculation entails 
no difficulties, and a comparison of the result with experiment is not possible 
at present. 
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IX. 

Author's announcement for VIII. 

(Gottinger Nachrichten, 1859, no. 19.) 

This investigation makes no claim to produce results useful for experimen­
tal research. The author wishes it to be considered only as a contribution 
to the theory of nonlinear partial differential equations. For the solution of 
linear partial differential equations, the most fruitful methods have not been 
found by developing the general idea of the problem, but rather from the 
treatment of special physical problems. In the same way, the theory of non­
linear partial differential equations seems generally to demand a thorough 
treatment of particular physical problems, taking into account all the sec­
(mdary factors. Indeed, the solution of the quite special problem that is the 
subject of this work requires new methods and concepts, and leads to results 
that will probably play a role in more general problems. 

By the complete solution of this problem, questions discussed in lively 
fashion some time ago l by the English mathematicians Challis, Airy and 
Stokes, insofar as not already settled by Stokes2 , would be decided more 
dearly. The same applies to the controversy with regard to another question 
in the same area in the K. K. Ges. d. W. zu Wien between Petzval, Doppler 
and A. von Ettinghausen3 . 

The only empirical law, other than the general law of motion, assumed 
in this investigation, is the law according to which the pressure of a gas 
varies with its density when no heat is taken up or released. Poisson already 
!t.'lsumed, albeit based on hypotheses resting on very uncertain foundations, 
that the pressure is proportional to l, where the density is p. Here k is 
the ratio of the specific heat at constant pressure to the specific heat at 
(X)Ilstant volume. Poisson's hypothesis can now be based on the experiments 
of Regnault on the specific heat of gases, and a mechanical principle of the 
theory of heat. It seems necessary to include this basis for Poisson's law 
in the introduction, since it still appears to be little known. The value of k 
found in this way is 1.4101. The velocity of sound in dry air at aoc, according 

1 Phil. Mag., vols. 33, 34 and 35. 
2 Phil. Mag., vol. 33, p. 349. 
3Sitzungsberichte der K. K. Ges. d. w., 15 January, 21 May and 1 June, 1852. 
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to the experiments of Martins and A. Bravais, is found to be 332.37 meters 
per second, which produces the value 1.4095 for k. 

The comparison of the results of our investigation with reality via exper­
iments and observation poses great difficulties, and indeed is scarcely practi­
cable at present. Nevertheless, we discuss the results here as far as possible 
without being long-winded. 

The work considers the motion of air, or a gas, only in the case when, 
initially and throughout, the whole motion takes place in one direction; and in 
every plane perpendicular to this direction, velocity and density are constant. 
It is known that when the initial disturbance of equilibrium is restricted to a 
finite segment, under the customary assumption that the pressure differences 
are of smaller order of magnitude than the pressure, two waves issue from 
the disturbed location in opposite directions and advance with the velocity 
J¢'(p) , which is constant under this hypothesis. Here ¢(p) denotes the 
pressure at density p, and ¢' (p) the derivative of this function. 

A rather similar outcome occurs for the case when the pressure differences 
are finite. The location where equilibrium is disturbed likewise decomposes 
after a finite time into two waves progressing in opposite directions. In these 
waves the velocity, measured in the direction of propagation, is a definite 
function J J ¢' (p) d log p of the density; the constant of integration may differ 
in the two waves. Thus in each wave, a given value of the density is linked 
to each value of the velocity; indeed, with a greater density is associated an 
algebraically greater velocity. Both these values move forward with constant 
velocity. Their velocity of propagation relative to the gas is J ¢'(p). In space, 
however, the velocity is greater by the amount of the velocity of the gas in the 
direction of propagation. Under the hypothesis, found in physical reality, that 
¢' (p) does not decrease with increasing p, greater densities move with greater 
velocity. It follows that the rarefication waves, that is the parts of the wave 
in which density increases in the direction of propagation, increase in breadth 
in proportion to time. Likewise, compression waves decrease in breadth and 
finally become compression shocks. The laws which apply throughout the 
region of disturbance of equilibrium, either before the separation of the two 
waves, or within each wave, are not given here, and likewise for the laws of 
propagation of compression shocks; this would require complicated formulae. 

In connection with acoustics, then, this investigation produces the result 
that in the cases where density differences cannot be treated as infinitely 
small, a variation in the form of the sound wave, that is to say the tone, 
appears in the course of the propagation. However, experimental verification 

168 



Riemann, Collected Papers 

of this result seems to be very difficult, in spite of the very recent progress 
made by Helmholtz and others in the analysis of tones. For within short 
distances, a variation of tone is not noticeable, while at greater distances 
it would be difficult to separate the various causes that could modify the 
tone. An application to meteorology is really not to be considered, since 
the motions of air investigated here are of the type that propagate with the 
velocity of sound. To all appearances, currents in the atmosphere move with 
much smaller velocity. 
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x. 

A contribution to the study of the motion of a homogeneous fluid 
ellipsoid. 

(Abhandlungen der Koniglichen GeseUschaft der Wissenschaften zu 
Gottingen, vol. 9, 1861.) 

In his last work, edited by Dedekind, Dirichlet investigated the motion of 
a homogeneous fluid ellipsoid, whose elements are attracted to one another 
by the law of gravity. His approach is surprising and opens a new path. The 
continuation of this fine research has a special appeal for mathematicians, 
quite apart from the question of the form of heavenly bodies which was the 
occasion for the investigation. Dirichlet himself carried through the solution 
of the problem completely only in the simplest cases. For the continuation of 
the investigation, it is convenient to give a form of the differential equation 
for the motion of a fluid body that is independent of the time-origin chosen. 
For example, we may study how the variation in size of the principal axes 
of an ellipsoid affects the motion of the fluid body relative to these axes. In 
treating the problem here in this way, we presuppose Dirichlet's discussion. 
To avoid misunderstanding, we note that it was not possible to adhere to his 
notation without change. 

1. 

We denote by a, b, c the principal axes of the ellipsoid at time t, and by 
x, y, z the coordinates of an element of the fluid body at time t; a suffix 0 
is used to denote the initial values of these quantities. We assume that the 
principal axes of the ellipsoid coincide with the coordinate axes at the start 
time. 

It is well known that Dirichlet's investigation starts from the observation 
that we can satisfy the differential equation for the motion of the fluid by 
taking the coordinates x, y, z to be linear expressions in their initial values, 
the coefficients being functions only of time. We write these expressions in 
the form 
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xo .Yo Zo 
x = R- +rn- +n-, 

ao bo Co 

/I' Xo + I Yo + / Zo 
Y=~- rn- n-

ao bo co' 

/I" Xo + "Yo + "zo 
z=~ - m - n-. 

ao bo Co 

Denote by~, T/, (the coordinates ofthe point (x, y, z) with respect to a moving 
coordinate system, whose axes coincide at each instant with the principal axes 
of the ellipsoid. Then~, T/, ( are known also to be linear expressions in x, y, z, 

(2) 
~ = ax + (3y + ,z, 

T/ = a' x + (3' y + " z, 

( = a" x + (3" y + ," z. 

The coefficients are the cosines of the angles that the axes of one system 
form with the axes of the other, a = cos ~x, (3 = cos ~y, and so on. Between 
these coefficients, six equations hold which imply that on substituting these 
expressions, we obtain 

Since the surface is always formed of the same fluid particles, we must 
have 

Now let 

(3) 

~ Xo Yo Zo - = al - + (31 - + ,I -
a ao bo Co 

!l _ ,xo + (3' Yo + ,zo 
b - a l 1 b 'I , 

ao 0 Co 

(_ "Xo + (3" Yo + "Zo - - a l - 1 - 'I -. 
C ao bo Co 

That is, we express 5., !lb' ~ in terms of .:£0., llQbo , ~ by substituting the values (1) 
a c aooCo 

into the equations (2), and denote the resulting coefficients by aI, (31, ... ,'~. 
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Then aI, (31, ... ,"'I~ are the coefficients of an orthogonal transformation of 
(~oordinates: they can be treated as the cosines of the angles that the axes of a 
moving coordinate system 6, f/l, (1 form with the axes of the fixed coordinate 
Hystem x, y, z. If we express x, y, z with the help of equations (2) and (3) in 
terms of ~ 1JQ ~ this yields 

ao'zo'co' 

(4) 

e = aCtal + ba'a~ + ca"a~, 
m = aa(3l + ba' (3~ + ca" (3~, 

b " "" n = aa"'ll + a "'11 + ca "'11' 

C' = a(3al + b(3' a~ + c(3" a~, 

m' = a(3 (31 + b(3' (3~ + c(3" (3~ , 

n' = a(3"'11 + b(3' "'I~ + c(3" "'I~, 
Ii" Jv.,/ I " " -t- = a"'lal + v I a l + C"'l aI' 

m" = a "'I (31 + h' (3~ + C"'l" (3~ , 

n" = a"'l"'ll + hi "'I~ + C"'l" "'I~. 

Hence we can treat the position of the fluid particles, or the values of the 
quantities e, m, ... ,n" at time t, as dependent on the quantities a, b, c and 
the position of the two moving coordinate systems. We observe that in inter­
rl1anging the two coordinate systems, in the system of quantities e, m, n the 
rows are interchanged with the columns. Thus e, m', n" remain unchanged, 
while the pairs of quantities m and C', n and e", n' and mil interchange. Our 
next business is to derive the differential equations for the variations of the 
principal axes, and the motion of these two coordinate systems, from the fun­
damental equations for the motion of the fluid particles in §1,1 of Dirichlet's 
work. 

2. 

In the equations in question, it is obviously permissible to replace derivatives 
with respect to the initial values of x, y, z, which were denoted there by 
Q, b, c, by derivatives with respect to ~,f/, (. The equations formed in this 
way are written as aggregates of the original set of equations, and conversely. 
Inserting the values of ~~, ~, ... , ~(' we obtain in this way 
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fPx D2y D2 z DV DP 
Dt2 0: + Dt2 {3 + Dt2 r = E D~ - D~' 

(1) 
D2x , D2y {3' D2Z, DV DP 
Dt2 0: + Dt2 + Dt2 r = E DT] - DT]' 

D2x " D2y {3" D2 Z ,,_ DV _ DP 
Dt2 0: + Dt2 + Dt2 r - E D( D( . 

Here V is the potential, P the pressure at the point x, y, z at time t, and 
the constant E represents the attraction between two unit masses at unit 
distance. 

Now it is a question of putting the quantities on the left of the equality 
signs in the form of linear functions of ~,T], (. Some preparations are needed 
for this. 

For brevity, let us write 

(2) 

By differentiation of equation (2), we obtain 
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I f we now express :1;, y, z in terms of ~ j TJ, we find that 

a~ ( d(3 dl ) (dn I ') at = dt n + dt {3 + dt I ~ + dt + dt (3 + dt! Tl 

+ (dn nil + d{3 (3" + dl ") ( + (:, 
dt dt dt I '" , 

011 _ (dn' d{3' dl ') (dey', d{3', dl ' ') 
ot - dt n + dt {3 + dt I ~ + dt n + dt (3 + dt I TJ 

+ - nil + - {3" + ~ " (+ ' ( dey' d{3' d') 
dt dt dt I 11 , 

o( _ (dn" n d(3" dl ") (dn" ex' d{3" , dl" ') r 
ot - dt + dt {3 + dt I ~ + dt + dt {3 + dt I 7 

( dn" n" d{3" (3" dl ",,) ( ('. 
+ dt + dt + dt I + 

Differentiating the known equations n 2 + {32 + 12 = 1, nn' + {3{3' + II' = 
0, ... , we obtain 

Consequently, denoting these last three quantities by p, q, T, 
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By a very similar procedure we obtain, from the equation 

(5) 

From equations (3) of Section 1, denoting by P1, q1, r1 the quantities that de­
pend on the functions al, f31, ... "~ in the same way as p, q, r on the functions 

f3 " a, , ... ,', 

(6) ~ (!l) = P1 f - r1 f, 
at b c a 

~ (f) = q1 f - P1 '1. 
at cab 

If we substitute the values of ~,it,!Ift from (6) into (4), we obtain 

, da ~ 17 ( 
~ = dt -;;;+(ar1 -br)Z;+(cq -aqd-;;, 

(7) 17' = (ar - brd f + db !l + (bp1 - cp) f, 
a dt b c 

, ~ 17 de ( 
( = (Cq1 - aq) -;;; + (bp - CP1) Z; + dt -;;. 

It is readily apparent that the geometric significance of these quantities 
is as follows: e, 17' ,(' are the velocity components of the point x, y, z of the 
fluid mass parallel to the axes of ~,17, (; ~,it, ~ the relative velocities, 
decomposed in the same way, for the coordinate system ~,17, (. Further, in 
(1) the quantities on the left side are the accelerations, those on the right 
side the accelerating forces parallel to these axes. Finally, p, q, r are the 
instantaneous rotations of the coordinate system ~,17, ( about its axes and 
P1, q1, r1 have the same significance for the coordinate system 6,171, (1. 
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3. 

now substitute the values e, r/, (' into the equations 
(7), and, using the equations , express the derivatives of ~, ~, % 

It. 'nus of E., rl, (. The quantities on the left side of the equation (1) take 
form of linear expressions in E" rl, (. On the right side, V has the form 

H, A, B, C depend on the quantities a, b, c in a known way. Accord­
we can satisfy these equations when the pressure on the surface has 

constant value Q, by taking 

determining the ten functions a, b, c; p, q, r; PI, ql, rl and (J of time so 
the nine coefficients of E" "7, ( are equal on each side, while the incom­

pff~l'IlSibility condition abc = aoboco is satisfied. Equating coefficients of ~, ~ 
the first, and of ~ in the second equation yields 

~a (J 

d 2 + 2brrI + 2CqqI - a(r2 + ri + q2 + qi) = 2 - - 2E aA, 
t a 

dr drl da db 
a - - b - + 2 - r - 2 - rl + apq + bpIql - 2CpqI = 0 

dt dt dt dt ' 

drl dr da db 
a - - b - + 2 - rl - 2 - r + apIql + bpq - 2CPIq = o. 

dt dt dt dt 

l'hHll these equations, we obtain six others by cyclic permutation of the 
or alternatively by arbitrary interchanges. Here we note that in an in­

tnn:lmnge of two axes not only the corresponding quantities are interchanged, 
the six quantities p, q, ... ,rl change signs. 

We can give these six equations a more convenient form for the subsequent 
IU\,tlI:itigation by introducing, in place of p, PI; q, ql; r, rl, the half-sums and 
I m.lf,differences 

P + PI q + ql r + rl 
u = =---2-"--' v = -2- , w = -2-; 

P - PI q - ql r - rl 
u'= v'=-- w'=--

2 2' 2 
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as unknown functions. 
In this way the of equations ten unknown functions of 

time must satisfy becomes 

(a - c)v2 + (a + C)V'2 + (a - b)w2 + (a + b)W'2 - ~ dd2a2 = E aA - ~, 
2 t a 

(b - a)w2 + (b + a)w'2 + (b - c)u2 + (b + C)U'2 - ~ dd22b = EbB (J, 

2 t b 

( 2 '2 ( 2 '2 1 d2c (J 
C - b)u + (c + b)u + c - a)v + (c + a)v - 2" dt2 = E cC - -;;' 

du d(b - c) 
(b-c) dt +2 dt u+(b+c-2a)vw+(b+c+2a)v'w'=0, 

(ex) 
du' d(b+c) 

(b+c) dt +2 dt u'+(b-c+2a)vw'+(b-c-2a)v'w=0, 

dv d 
(c - a) dt + 2 dt (c - a)v + (c + a - 2b)wu + (c + a + 2b)w'u' = 0, 

dv' d(c + a) 
(c+a)Yt+ 2 dt v'+(c-a+2b)wu'+(c-a-2b)w'u=0, 

dw d 
(a - b) yt + 2 dt (a - b)w + (a + b - 2c)uv + (a + b + 2c)u'v' = 0, 

dw' d 
(a + b) dt + 2 dt (a + b)w' + (a - b + 2c)uv' + (a - b - 2c)u'v = 0, 

abc = aoboco. 

The values of A, B, C follow from the known expression for V, 

V = H - A~ - BT/ - C( = 7r - 1 - - -- - -- , 2 2 2 100 ds ( e T/2 (2) 
o Do a2 + s b2 + S c2 + s 

where 

After carrying out the solution of these differential equations, we now 
have to find the general solution 0,0', 0" of the differential equations 

((3) 
dO dO' dO" 
- = rO' - qO" - = -rO + pO" - = qO - pO' 
dt ' dt ' dt 

in order to determine the functions (x, (3, ... ,"/'. 
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(3) of Section 2, n, 0:', nil; {3, 
of ({3) having the values 

, "~I"~ 
1, 0, 0; 1, 

III the functions n1, , ... , , we require 

are the three particular 
0, 1 at t = O. To 

general solution of the 
III1t1taneous differential equations 

4. 

\Ve may now ask what methods for the integration of the differential 
t'({IHltions (n), ({3), h) are presented by the general hydrodynamical princi­

used by Dirichlet to extract the seven integrals of first order (§ 1 ( a)) from 
differential equations to be satisfied by the functions £, m, ... ,n". The 

*'<Itmtions that follow from these may easily be derived with the help of the 
t1xpressions for (', r/, (' given above. 

0) 

The principle of conservation of area yields 

(b - C)2U + (b + C)2U' = 9 = nl + {3ho + ,ko, 

(c - a)2v + (c + a)2v' = h = a'gO + {3'ho + ,'ko, 

(a - b?w + (a + b?w' = k = n"l + {3"ho + ,"ko, 

the constants gO, hO, kO are the initial values of g, h, k, and coincide 
the constants R,R',R" in Dirichlet's work. It follows that () = g, ()' = h, 
k is a solution of the differential equations ({3), which may readily be 

nmfirmed from the last six differential equations (a). 
F'rom Helmholtz's principle of conservation of rotation, we obtain the 

!:'{ Illations 

constants g~, h~, k~ are equal to the quantities BCQI, C ASB, ABIt in the 
mentioned above. 

Pinally, the principle of conservation of kinetic energy yields an integral 
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of first order of the differential equations (a): 

(I) 

~ ((da)2 (db)2 + ('dC)2) 
2 cit + cit dt 

+(b - C)2'U2 + (c - a)2v2 + (a - b?w2 

+(b + c)2U'2 + (c + a)2v'2 + (a + b)2W'2 

= 2E H + const. 

From the equations (1) and (2), two integrals of the equations (a) follow 
at once: 

(II) 
(III) 

g2 + h2 + k2 = const. = w2 

gi + hi + ki = const. = wi· 
Further, two integrals of the equations (f3) occur, 

(IV) 
(V) 

()2 + ()'2 + ()"2 = const., 

()g + ()' h + ()" k = const., 

which permit their general integration to be reduced to a quadrature. Since 
the equations (f3) are linear and homogeneous, for their general solution, we 
need only look for two particular solutions distinct from g, h, k. To this end, 
we may choose the arbitrary constants in the two integrated equations so 
that the calculation simplifies. Assigning both constants the value 0, one has 

(3) ()' h + ()" k = - g() . 

We now square this equation and add to it the equation 

_()'2 _ ()"2 = ()2 

multiplied by h2 + k2 , obtaining 

and consequently 

(4) ()' k - ()" h = wi(). 
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Solving the linear equations (3), (4), we find that 

()' = -gh + kwi 
h2 + k2 

()" = -gk - hwi () 
h2 + k2 . 

Substituting these values in the first of the equations ((3), we obtain 

1 d() -g dg rk + qh . 
() dt h2 + k2 dt + h2 + k2 WZ, 

1 J qh + rk 
log () = 2" log(h2 + k 2 ) + wi h2 + k 2 dt + const. 

rrom the solution of the differential equations ((3) contained in (5), (6), 
fLUd (7) we obtain a third, on replacing i by -i throughout. Now it is easy to 
{<mn the expressions for the functions a, (3, ... ,," from the three particular 
!401utions we have found. 

The geometric significance of each real solution of the differential equation 
is that, multiplied by a suitable constant factor, it expresses the cosine 

of the angles that the axes of ~,'r/, ( make with a fixed line at time t. For the 
first of the three solutions found above, this fixed line is formed by the normal 
to the invariant plane of the whole moving body. For the real and imaginary 
parts of the other two solutions, the fixed lines are two perpendicular lines in 
this plane. Now the cosines of the angles between the axes and these normals 
Itre ~, ~, 5. The position of the axes relative to these normals thus emerges 
hy solving the equations (a), without further integration. For the complete 
(i(~termination of their position, a single quadrature suffices, for example the 
evaluation of w J; ~~!~~ dt, which gives the rotation of the plane formed by 
the normal and the ~ axis, around its normal. 

Very similar considerations apply to the differential equations (r). In the 
HI.mJe way we can get the general solutions from the two integrals 

(VI) 

(VII) 

2 '2 "2 
()1 + ()1 + ()1 = const. 

()lgl + ()~hl + ()~kl = const. 

tUld so derive the values of the quantities 001, (31, ... ,'~ at time t, only one 
qnadrature being required. Finally, the position of an arbitrary fluid particle 
nt time t emerges from the expressions for the quantities x, y, z and the 
functions f, m, ... , nil given in (1), (4) of Section 1. 
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5. 

would now like to elicit what has been the purposes 
of integration, by reducing the differential equations between the functions 
f, m, ... , nil (equations (a) of §1 in Dirichlet) to our differential equations. 
The system of differential equations (a) has order sixteen, and we know first 
order integrals of seven of the equations, which enable us to reduce it to a 
system of order nine. The system of equations (0:) is only of order ten, and 
we know first order integrals of three of them. By the transformation of 
these differential equations given here, the order of the system of differential 
equations still to be integrated is reduced by two, and in place of this we 
finally only have to carry out two quadratures. Thus the transformation has 
the same effect as the discovery of two integrals of first order. 

We remark explicitly that our form of the differential equations is only to 
be preferred for integration and actual determination of the motion. For the 
most general investigations of this motion, on the other hand, this form of 
the differential equation is less suitable, not just because the derivation is less 
simple, but also because the case of the equality of two axes requires special 
treatment. Namely, with the equality of two axes, the special circumstance 
enters that the information the equations yield about the form of the fluid 
mass is incompletely determined. It depends in general also on the instanta­
neous motion, and only remains arbitrary when the motion is such that the 
axes are equal throughout. While the investigation of this case is always easy 
and accordingly does not demand elaboration, it can in particular cases take 
various particular forms. General investigations, for example the demonstra­
tion in general of the possibility of the motion (§2 in Dirichlet) become fairly 
extensive, in view of the number of cases requiring special treatment. 

Before we proceed to the treatment of special cases in which the differ­
ential equations (0:) can be integrated, it is convenient to observe that in 
a solution of these differential equations, however directly it proceeds from 
the form of the equations, changes in sign of the functions u, v, ... ,w' are 
permissible if they leave uvw, u'vw', u'vw', u'v'w unchanged. Thus, firstly, 
we can simultaneously change the signs of the functions u', v', w'. In this way 
the quantities 0:, /3, ... , ," are interchanged with 0:1, /31,"" ,~, and thus in 
the system of quantities f, m, ... , nil, rows are interchanged with columns. 
Secondly, two of the pairs of quantities u, u'; v, v'; w, w' can simultaneously 
be given the opposite signs. This variation may be reduced to a sign change 
of a coordinate axis that takes a motion into a symmetrically similar one. 
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contains the reciprocity theorem found by Dedekind. 

6. 

now investigate the case in which one of the pairs of quantitiesu,u'; 
W, Wi is zero throughout, for example u = u' = 0. The geometric 

U'A:~U~~v of this hypothesis is that the principal axis always lies in the 
plane of the whole moving body, and the instantaneous axis of 

is perpendicular to this principal axis. 
l'rom the last six differential equations (ex), it follows at once that in this 

the quantities 

(c - a?v, (c + a?vl , (a - b?w, (a + b)2W' 

constant, and the equations 

hold. 

(b + c - 2a)vw + (b + c + 2a)v'w' = 0, 

(b - c + 2a)vw' + (b - c - 2a)v'w = ° 
For further investigation, we distinguish whether or not a second of the 

pairs is zero. In general, we observe that, as a consequence of equations 
; the quantities h, k, hI, kl are constant. Consequently, the angles between 
principal axes and the invariant plane of the whole moving body are also 

f:unstant. Moreover, the equations between ratios 

9 : h : k = P : q : r, 

gl : hI : ki = PI : qi : rl 

follow from the differential equations ({3) and (,), which simplifies the solu­
! of these equations. 

J;'il"st case. Only one of the three pairs u, u ' ; V, v'; w, w' vanishes. 

If neither v and Vi, nor wand Wi, vanish together, it follows from the 
I.'quations (J1) and (v) that 

V'2 (2a - b - c) (2a + b - c) (~r v2 (2a + b + c) (2a - b + c) a+c 
const., 

( I ) 

( )' 
W'2 (2a - b - c) (2a - b + c) a-b 

-- const. 
w2 (2a + b + c) (2a + b - c) a+b 
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Taking this together with 

abc = const., 

we see that a, b, c are constant, and consequently u, ,w, Wi are constant. 
Now let 

(2a + b + c) (2a - b + c) 
w2 

'2 
V =8 

(2a - b - c) (2a + b - c) , 
'2 

W =T 
(2a - b - c) (2a - b + c) . 

(2) 

(2a + b + c) (2a + b - c) 

From the first three differential equations (0:), we obtain the three equations 

(3) 

(4) 

To derive the values of 8, T and (J", we form from equations (4) the equations 

Now substitute these values in the equation (3): 

( 2 2 2) ( ) ( 2 2 EA (J" 4a - b - c T + 8 - 2 b T + c 8) = 2 - 2a2' 

which yields 

D(J" Elf roo ds (2S + 4a2 - b2 - c2 1) 
(5) 2a2b2c2 = 2 Jo ~ (b2 + s)(c2 + s) + a2 + s . 

Here, for brevity, we write 

(6) 
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Substituting the value of (J in the equations (4), we now obtain 

(7) ---DS-- ---b2 - c2 _ or 100 S ds (4a 2 - c2 + b2 b2 ) 

b2 - a2 2 0 /1(b2 + s) c2 + s a2 + s ' 

(8) ---DT=- ---c2 - b2 f:TC 100 s ds (4a2 - b2 + c2 c2 ) 

c2 -a2 2 0 /1(c2 +s) b2 +s a2 +s· 

It now only remains to investigate what conditions a, b, c must satisfy 
ror real values of v, v', w, w' to emerge from the equations (7), (8) and the 
equations (2). 

For (~) 2 and (~) 2 to be nonnegative, it is necessary and sufficient that 

Thus either a 2 ~ (btc) 2 or a2 ::; (b;c) 2 . 

If a ~ btc, the quantities S, T must be ~ 0 for the equations (2) to 
produce real values for v, v', w, w'. However, we can readily show that when 
a ~ ~, D and the two integrals on the right in (7), (8) are always positive. 
We need only put D in the form 

and the integral in (7) in the form 

- ((4a2 - c2 )s + a2 (4a2 + b2 - c2 ) _ b2c2 ). 
err 100 sds 

2a2b2c2 0 /12 

We then note the following consequences of a ~ btc: 

and further 

10 that 
1 

a2 (4a2 + b2 - c2 ) ~ 2b(b + c)a2 ~ 2 b(b + C)3 > b2c2 . 

From these inequalities, it follows that both D and the integral in question 
have only positive terms. The same holds for the integral on the right side 
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of (8) obtained by interchanging b, c. If we let a run over the values from btc 

to 00, then if b > c, T will always remain positive; S only remains positive 
as long as a < b. Thus the conditions for case, writing b for the greater 
of the axes b, c, are 

(I) 
b+c -- < a < b. 2 - -

For the investigation of the second case, when a2 :::; (b;c) 2, we shall 
suppose that b is the greater of the axes b, c, so that a :::; b;c. For v, v', w, w' 
to be real, we must have S :::; 0, T ::::: O. Since it follows from the inequalities 

b2 ::::: (2a + c) 2 > 4a 2 + c2 

that the integral on the right side of (8) is always negative in our case, the 
latter condition T ::::: 0 is only fulfilled when D( c2 - a2 ) ::::: O. Thus either 

c2 < a2~2~a;a2) or c2 ::::: a2 . This case thus subdivides into two cases. There is 

fi . b h' a2(b2-4a2) 2 d h' . a mte gap etween t em, smce b2 -a2 < a ,an t ere IS not a contmuous 
transition from one case to the other. Now the integral in equation (7), as 
long as c2 :::; a2 , can only be positive, because of the inequalities c2+s :::; a2 +s, 
4a2 - c2 + b2 > b2 . So the conditions to be fulfilled reduce in the first of these 

t < b-c cases 0 a _ -2-' or 

(II) c:::; b - 2a and 

In the second case, the conditions are 

(III) 
b-c 

a < -- and - 2 

It is easy to see that when a runs through values from 0 to c, the integral on 
the left side of the last inequality remains negative as long as a :::; ~, while it 
is positive for a = c. We see that the exact determination of the bounds in 
which this inequality is satisfied depends on the solution of a transcendental 
equation. 

Regarding the sign of 0-, which is known to determine whether or not the 
motion is possible without outside pressure, we may observe that the value 
for this quantity found above can be put in the form 

E7f 100 3s2 + 6a2 s + D 
D ~3 ds. 

o 
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I'Ims in cases I and III, where D > 0, it is certainly positive. However, for 
negative value of D, at if this value is taken to be below a certain 

!\;UBU. it becomes negative. 

7. 

Second case. Two of the pairs u, u ' ; V, v'; w, w' vanish. 

We now treat the case where two of the pairs u, u' ; V, Vi; w, Wi are 0 
t.hroughout, so that there is only a rotation about one principal axis. 

If besides u and u' , v and Vi are 0 throughout, the equations (j.l) and (v) 
n~duce to 

(a - b?w = const. = r , (a + b?w' = const. = r'. 

N ow the first three differential equations (GO) produce the equations 

(1) 1 d2b (J 

- - = EbB--
2 dt2 b' 

1 d2c (J 
- - - = ECC--

2 dt2 C' 

which, together with 
abc = aoboco, 

df'termine the quantities a, b, C and (J as functions of time. The principle 
of conservation of kinetic energy yields the integral of first order for these 
differential equations: 

~ ((da)2 (db)2 (dC)2) 
2 dt + dt + dt 

r2 /2 
+ +---(a-b)2 (a+b)2 

= 2EH + const. 

Prom this it follows at once that when r is nonzero, the principal axes a and 
Ii cannot be equal. 

From the cases already investigated by MacLaurin and Dirichlet, when 
fl b, one can determine an expression for the motion in closed form if a, b, C 
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are constant. In this case we obtain from (1), by eliminating 0, the two 
equations 

(3) 
/2 7 2 err roo ds (a2 - c2 )s 

(b+a)3 - (b-a)3 =-;; Jo ~ (a2+s)(c2+s) =L, 

where K and L denote the integrals on the right sides. We may also write 
the equations in the form 

7 2 or (Xl ds ( s - ab c2 ) 

(5) w2 = (b _ a)4 = 2" Jo ~ (a2 + s)(b2 + s) + ab(c2 + s) . 

We assume, as in the cases treated earlier, that b is the greater of the two 
axes a, b. These two equations produce positive values for 7 2 and /2 if, and 
only if, K is positive and greater than the absolute value of L. It is clear 
that the first condition is fulfilled as long as c < b. The second condition 
is satisfied when c = a and thus L = 0; and consequently, since K, L vary 
continuously with c, is satisfied inside a finite domain on either side of this 
value. This domain, however, does not reach the values band o. For if c = b, 
/2 is negative, while for infinitely small c, 7 2 is negative, since then 

ds K roo 
-;; = err J 0 -SI-/-2 (-I-+-s-) 3-/-2 -( 1-+-!-~-S-)-:-I/7::"2 ' 

ds L roo 
-;; = err J 0 -SI-/-2 (-I-+-s-) 3-/2-( 1-+-~-~-S-)-I/"-2 ' 

and consequently L > K. If b tends to infinity while a and c remain finite, 
then L can only remain smaller than K if a2 - c2 also decreases infinitely. 
Both bounds for c then only differ from a by an infinitely small amount. 
When b approaches infinitely close to its lower bound a, the upper bound for 
c, where 7'2 becomes 0, converges to a. The lower bound, however, converges 
towards a value for which the integral on the right side of (5) vanishes. To 
determine this value, we write ~ = sin 1/J, and recover the equation 

(-5 + 2 cos 21/J + cos 41/J)(7r - 21/J) + 10 sin 21/J + 2 sin41/J = O. 
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This has only one root between 'ljJ = 0, 'ljJ = 7r /2, giving 

c 
- = 0.303327 .... 
a 

Admittedly for b = a, c can take every value between 0 and b, since 7 2 will 
always be 0 on account of the factor b - a. We then obtain the case studied 
by MacLaurin. The two cases found by Jacobi and Dedekind emerge for 
w2 = W'2. 

For b = a, the case just discussed coincides with case (I) of the previous 
section. If 

W'2 

(b + c + 2a)(b - c + 2a) (b + c -'2a)(b - c - 2a)' 

It coincides with case (III). Among the four cases now found in which the 
fluid ellipsoid does not change shape during the motion, these three cases 
vary continuously into one another, while case (II) remains isolated. 

8. 

The investigation of whether there are cases apart from these four, in 
which the principal axes remain constant during the motion, leads to a some­
what lengthy calculation. We indicate this only briefly, since it merely pro­
duces a negative result. 

From the hypothesis that a, b, c are constant, we can readily show that (7 

Is constant. We multiply the first three differential equations (a) by a, b, c 
respectively and add. Then we use equation I of Section 4, the principle of 
(~onservation of kinetic energy. 

Differentiating these three equations, and substituting the values of ~~, ~~' , 
••• , d~' from the last six equations (a), we obtain the three equations 

(1) 
(b - c)u(vw - v'w') + (b + c)u'(v'w - vw') = 0, 

(c - a)v(wu - w'u') + (c + a)v'(w'u - wu') = 0, 

(a - b)w(uv - u'v') + (a + b)w'(u'v - uv') = o. 

Each of these is a consequence of the others. 

I. Now suppose none of the six quantities u, u', ... ,w' is O. From these 
(lquations we infer the equality of the following three pairs, denoting their 
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val ues by 2a', 26', 2c': 

v . 1" w' 
- c) - + (a + - 6) ~ + (a + b) ~ = 2a', 

v w' w 
W "l.l u'. f 

(b - a) - + (6 + a) - = (6 - c) - + (6 + c) - = 26, 
Wi W 11,' 11, 

11, 11,' v v' 
(c - 6) - + (c + 6) - = (c - a) - + (c + a) - = 2c'. 

11,' 11, v' v 

From these equations, a'2 - 6'2 = a 2 - 62, 6'2 - C'2 = 62 - c 2 . Now we may let 

() 2 '2 62 6'2 2 '2 =a -a = - =c -c, 

and from the first three differential equations of (a) we have 

27ra' = const., 2X6' = const., 2pc' = const .. 

Here we write vv' + ww' = 7r, ww' + 11,U' = x, 11,11,' + vv' = p for brevity. We 
combine these equations with the equation 

which follows easily from equations II, III. It follows that (), and thus 11" 11,', ... , w', 
must be constant if we exclude a = b = c. However we can now easily show 
that the last six equations (a) cannot be fulfilled. In this way we establish 
that 11" 11,', ... , w' cannot all be nonzero provided not all three axes are equal. 

The case a = b = c would lead to the case of a sphere at rest; 11,', v' , w' 
turn out to be ° while u, v, w remain arbitrary. So the position of the axes 
at each instant can be varied arbitrarily. 

II. The only remaining hypothesis is that one of the quantities u, u', ... , w' 
is 0. This always yields, as we shall see, the earlier case where one of the 
three pairs 11" 11,'; v, v'; w, w' vanishes. 

1. When one of u', v', w' is 0, for example u' = 0, the equations 

(6 - c)11,vw = 0, (b - c)uv'w' = ° 
follow from (1). This leads to one of the following hypotheses: firstly, the case 
investigated earlier; secondly, b = c; thirdly, v = 0, w' = 0, or v' = 0, w = 0, 
which is not essentially different 
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If b = c, u remains arbitrary, and can thus be set equal to which leads 
to the case discussed earlier. 

If v = 0, = 0, we obtain 

(b - c - 2a)uv'w = 0, (c + a -- 2b)'Uv'w = 0, (a - b + 2c}uv'w = ° 
from the differential equations (ex). Adding the first two equations, 

-(a + b)uv'w = 0. 

So, apart from u' , v, Wi, another of u, v, w' must be 0, leading to the earlier 
case again. 

2. Finally, when one of u, v, w is 0, for example u = 0, it follows from 
the equations (1) that 

u'v'w = 0, u'vw' = 0. 

These equations lead either to our earlier hypothesis; or to the hypothesis 
'/1, = v' = w' = 0, which does not differ essentially from the case u' = v = 

w' = ° just considered; or finally, to u = v = w = 0. However, under this 
hypothesis the differential equations (ex) give 

v'w' = w'u' = u'v' = 0. 

Hence two more of the quantities u', v', w' must be 0, again producing the 
case treated earlier. 

It has emerged that along with the invariance of form is necessarily asso­
dated invariance of the state of motion. In other words, whenever the fluid 
mass persists in forming the same body, the relative motion of all parts of 
the body remains constant. We can think of the absolute motion in space 
in these cases as composed of two simpler motions. We impart firstly an 
inner motion to the fluid mass, with the fluid particles moving in similar 
parallel ellipses perpendicular to one cross-section. Now impart to the whole 
8ystem a uniform rotation around an axis lying in this cross-section. If the 
cross-section, as assumed above, is perpendicular to the principal axis a, the 
cosines of the angles between the axis of rotation and the principal axes are 
(), !J., k; the period of rotation is ~. Moreover 0, b hI, C b. are the coor-

o W W q2 +r2 WI WI 

dinates of the endpoint of the instantaneous axis of rotation with respect to 
Ule principal axes. From the inner motion, the elliptical paths of the fluid 
particles are parallel to the tangent plane at this point of the ellipsoid, so 
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that their centers lie in this axis of rotation. The particles move on these 
paths in such a that radius vectors drawn from the centers sweep out 
equal areas equal time periods, and run over their paths time --:===== 

9. 

We now come back to the treatment of the motion of the fluid mass in the 
case where u, u'; V, v' are 0 throughout, so that there is only a rotation around 
one principal axis. We observe at once that the equations (1) of Section 
7, giving the variation of the principal axes in this case, permit another 
mechanical interpretation. Namely, one can treat them as the equations of 
motion of a material particle (a, b, c) of mass 1, constrained to move upon a 
surface determined by the equation abc = const. and driven by forces whose 
potential function is 

r2 r'2 

(a - b)2 + (a + b)2 - 2EH, 

or the same quantity with the sign changed. 
Denote this quantity by G. The equations of both motions may be put 

in the form 

(1) 

for any infinitely small values of ba, bb, bc that satisfy the condition abc = 
const. The principle of conservation of energy yields 

Accordingly, the part of the energy independent of the variation in form of 
the fluid mass is G. 

In order for a, b, c, and consequently the shape and state of motion of 
the fluid ellipsoid to remain constant, and thus for ~~, ~~, ~~ to vanish, it is 
clearly necessary and sufficient that the first order variation of the function 
G of the variables a, b, c, satisfying abc = const., vanishes. For this we may 
cite equations (3) or (4) and (5) of Section 7. However, this invariance of 
the state of motion will be unstable if the value of the function is not a 
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minImum. There are then always arbitrarily small variations of the state of 
the fluid mass that effect a complete change of the motion. 

The direct investigation of the second order variation, in the case when 
the first order variation of the function G vanishes, would be very involved. 
However, we may decide as follows the question of whether the function has 
a minimum value in this case. 

It can readily be shown that the function, whatever values 7 2 , /2 and 
a, b, c may assume, must have a minimum for a system of values of the in­
dependent variables. This is an obvious consequence of the following three 
facts. Firstly, the function G, in the boundary case of infinitely small or 
infinitely large axes, must approach a non-negative limiting value. Secondly, 
values of a, b, c can always be given for which G becomes negative. Thirdly, G 
can never become negatively infinite. These three properties of G follow from 
known properties of the function H. The function H takes its greatest value 
in the case when the fluid mass assumes the shape of a sphere, namely the 
value 27rp2, where p denotes the radius of this sphere, so that p = (abc)1/3. 
FUrther, H becomes infinitely small when one of the axes becomes infinitely 
large, and consequently at least one of the others becomes infinitely small. 
However, when b tends to infinity, Hb does not become infinitely small. Con­
sequently in the function G, provided a does not go to infinity at the same 
time, the negative term finally outweighs the positive term. 

If 7 2 is nonzero, then already among the values of a, b, c satisfying the 
condition b > a, there must be a set of values for which the function takes 
a minimum. For the three conditions above, from which the existence of a 
minimum follows, are fulfilled for this region, since G is also non-negative in 
the limiting case a = b. 

Now we can further investigate how many solutions of equations (3) of 
Section 7 satisfy the condition of the vanishing of the first order variation. 
This investigation is easily carried out if we also treat the expressions for 
r2 and /2 that emerge for complex values of a, b, c. However we cannot 
undertake this investigation in the present work and must be content to 
state the result that we shall need later. 

If 7 2 is not 0, the equations (3) only admit one solution on either side of 
b = a. Thus the first order variation vanishes for only one system of values 
on each side of this equation, and the function G must take its minimum for 
this system of values. We denote this minimum by G*. 

If 7 2 is 0, the first order variation always vanishes for b = a, and a value 
of c that is equal to a for /2 = 0, and steadily decreases for increasing 7'2. 
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For this system of values, the second order variation can easily be expressed 
as an aggregate of (ba + bb)2, (ba - bb )2, with the coefficient of (<Sa + bb)2 
always positive. For function, as we know from the above investigations, 
takes its smallest value here, among all values it takes when b = a. 

However, the coefficient of (ba - bb)2 is 

E1r (X! ds ( s - ab c2 ) 

2 Jo ~ (a2 + s)(b2 + s) + ab(c2 + s) 

which is only positive if 

c 
- > 0.303327 ... 
a 

and consequently /2 < E1r p4 8.64004 .... It becomes negative if ~ goes beyond 
this value. 

Thus the function G only has a minimum G* for this system of values in 
the first case. The investigation of the equation (3) shows that in this case 
the first order variation vanishes only for this system of values. However, in 
the latter case, G has a saddle point; accordingly there must be two more 
systems of values for which a minimum G* occurs. From the investigation of 
the equations (3), it follows that the first order variation vanishes for only 
two further systems of values, which can be obtained from each other by 
interchanging b, a. 

From this investigation, then, we find that in the case, known since 
MacLaurin, of the rotation of a flattened ellipsoid of rotation turning around 
its shorter axis, the invariance of the state of motion is unstable as soon as 
the ratio of the smaller axis to the others is less than 0.303327. " . With 
the smallest variation of the other two axes in this case, the shape and state 
of motion of the fluid mass would change completely, and a persistent oscil­
lation of state would occur around the state corresponding to the minimum 
of the function G. This consists of a uniform rotation of an ellipsoid with 
distinct axes about the shorter axis, combined with a simultaneous inner mo­
tion of the particles in ellipses, similar to one another, perpendicular to the 
axis of rotation. The period of the latter rotation is equal to the period of 
revolution, so that each particle already returns to its original position after 
a half rotation of the ellipsoid. 
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10. 

If the total energy of the 

1 ((da) 2 (db) 2 (de) 2) "2 dt 0 + dt 0 + dt 0 + Co = 0, 

which obviously cannot be less than C*, is negative, then the form of the 
dlipsoid must oscillate within a finite region bounded via the inequality C :s: 

We can readily investigate these oscillations in the case where n - C* is 
\,l'eated as infinitely small. 

We consider the value e in our function C to be taken from the equation 
abc = aoboeo. Now equation (1) of the previous section yields 

Now the values of a, b, e can only vary by infinitely small amounts from the 
values corresponding to the minimum of C. Denoting the variations at time 
t byc5a, c5b, & and neglecting higher order terms, we connect these variations 
by the equations 

(1 ) 

c5a c5b & 
-+-+- =0, 
abe 

d2 c5a e d2& [PC 32C 
dt2 - -;;, dt2 + 3a2 c5a + 3a3b c5b = 0, 

d2c5b e d2& 32C 32C 
dt2 - b dt2 + 3b2 c5b + 3a3b c5a = 0. 

These are known to be satisfied when we take d;:2a = -/12c5a, d:t~b = -/12c5b, 
aBd thus also d:t~C = _/12&, and then choose the constant /12 so that one 
of the equations is a consequence of the others. The last condition on /12 

coincides with the condition that the quadratic expression in c5a, c5b, 

nm be expressed as a square of a linear expression in these quantities. This 
condition is always satisfied by two positive values of /12, since c52C and 
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8a2 + 8b2 + 8c2 are essentially positive, and the two values become equal when 
82G and 8a2 + 8b2 + &2 differ only by a constant factor. These two values 
of J.12 yield two solutions of the differential equations (1) for which 8a, 8b, & 
vary in proportion to a periodic function of time, of form sin(J.1t + const.). 
We obtain the general solution of (1) by combining these solutions. 

Each solution individually produces infinitely small periodic oscillations 
in the shape and state of motion. Admittedly we can only show from this 
that there are two types of oscillations, which become more nearly periodic, 
the smaller they are. However, we obtain the existence of finite periodic 
oscillations as follows. 

If n is negative, then obviously a must take one and the same value more 
than once. We treat the motion starting from the instant when a takes such 
a value for the first time. The motion will be completely determined by the 
initial values of ~~ , ~~, and b. Thus the values taken by these quantities, when 
a later on takes this value, are also functions of their initial values. These 
functions, taken together, we denote by x. The motion will become periodic 
when their values are equal to the initial values. Because of the equation 
abc = const. and the principle of conservation of kinetic energy, when band 
~~ resume their initial values, then so do c, ~~ and ~~. Thus there are only 
two conditions to fulfill. By taking the derivatives of the functions X for the 
case of infinitely small oscillations, we can show that these conditions do not 
contradict one another and have real roots inside a finite domain. 

For this case of periodic oscillations, a, b, c can be expressed as functions 
of time via Fourier series. Apart from the case treated by Dirichlet, the 
constants in the series can admittedly be determined only approximately. 
This can be done, for example, by extending the above expansion for the 
case of infinitely small oscillations to terms of higher order. 

It seems worth the trouble to give at least a superficial treatment of this 
motion, which is the simplest in which shape and state of motion are constant. 
We now wish to extend the investigation, carried out in the previous section 
for the case of rotation around only one principal axis, to all the motions 
satisfying Dirichlet's hypothesis. 

11. 

For this purpose, we transform the differential equations (a) into a 
clearer form. In place of u, V, . .. , w' we introduce the quantities g, h, . .. k1• 
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We generalize the meaning of G; we now take G to denote the expression 

~{(9+91)2 + (h+h1)2 + (k+k1)2 + (9-91)2 + (h-hl)2 
4 b-c c-a a-b b+c c+a 

( k - kl) 2 } 100 aoboco ds + -2~ , 
a + b 0 J(a2 + s)(b2 + s)(c2 + s) 

the part of the energy that is independent of the variation in shape. 
We now obtain 

8G 8G 8G 
P = 8g , q = 8h ' r = 8k' 

8G 8G 8G 
PI = 8g1 ' ql = 8h1 ' rl = 8k1 ' 

The last six differential equations (a) can be written in the form 

dg = h 8G _ k 8G dg1 8G 8G 
dt 8k 8h' dt = hI 8k1 - kl 8h1 ' 

(1) 
dh _ k 8G 8G dhl 8G 8G 
dt - 8g - 9 8k' dt = kl 8g1 - gl 8k1 ' 

dk _ 8G h 8G dkl 8G 8G 
dt - 9 8h - 8g' dt = gl 8h l - hI 8g1 . 

The first three equations of (a) become 

(2) 

We note also that, from equations II, when w = 0, the three equations 

9 = 0, h = 0, k = ° 
follow. That is, these quantities always remain zero if they are zero initially. 
Naturally the same holds for the quantities gl, hI, k1. 

From the differential equations (1), (2) we now see easily that for the 
vanishing of the first order variation of the function G of the nine variables 
a, b, ... , kl' connected by the three conditions 

abc = const., g2 + h2 + k2 = w2, gi + h~ + ki = wi, 
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it is necessary and sufficient that 

d2 a d2b d2 c dg dk1 

dt 2 ' dt2 ' dt2 ' dt' ... , dt 

are O. Thus the shape and state of motion of the ellipsoid remain constant 
if ~~, ~~, ~~ are O. Earlier we gave a full discussion of the cases in which 
this occurs. However, we now see readily that the function G must have a 
minimum for at least one set of values of the independent variables. For in 
the limiting case when the axes become infinitely large or infinitely small, G 
tends to a nonnegative limit and, as already seen, there are definite values 
of the independent variables for which it takes negative, but not negatively 
infinite, values. For the constant state of motion corresponding to such a 
minimum, it follows from the principle of conservation of kinetic energy that 
each infinitely small variation satisfying Dirichlet's hypothesis entails only 
infinitely small oscillations. In every other case, invariance of the shape and 
state of motion is unstable. The search for a state of motion corresponding to 
a minimum of G is important not only for the determination of the possible 
stable forms of a moving massive fluid body. It would also be basic to the 
solution of our differential equations via infinite series. Accordingly we now 
find the cases, among those where the first order variation vanishes, where 
the function G has a minimum. Now from each of the cases found earlier 
in which the ellipsoid maintains its form, by interchanging axes and varying 
the signs of g, h, ... ,kl one obtains several sets of values of a, b, ... ,kl that 
cause the variation of first order of G to vanish. We can combine these here, 
as the function G takes the same values for all these, and all are equivalent 
for our question. 

Before treating the individual cases, we note that when W or WI is zero the 
investigation takes a particularly simple form, since g, h, k or 91, hI, kl drop 
out of the function G completely. The earlier investigation of constant states 
of motion gives only two essentially different cases in which one of these two 
quantities is O. In the case discussed in Section 6, this can only occur if 

W'2 

w2 

Thus the expression 

(3) 

(2a - b - c) (2a - b + c) 
(2a + b + c) (2a + b - c) 
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which we denote by E, is 0, and it emerges that w or Wl is actually O. Solving 
equation E ~= 0 for a produces only one positive root, lying between b!C 
b, and this can happen only case (I). Apart from this case, there is 
the case where W or Wl is 0, examined in Section 7, where 7 2 = /2. 

We can now show at once that in cases (I), (II), (III), the function G 
cannot take a minimum value, since its value for fixed a, b, c can always be 
decreased by suitable variations of g, h, . .. ,k1. Since 9 and gl are 0 and 
11" hI, k, kl' excluding the case E = 0, are nonzero, the variations of these 
quantities are connected by the equations 

Jl + 2hJh + 2kJk = 0, Jgi + 2h1Jh1 + 2k1Jk1 = O. 

The variation of G becomes 

! ((Jg + b91)2 + (Jg - b91)2) + 8G bh + 8G bk 
4 b - c b + c 8h 8k 

8G 8G 
+ 8h l Jhl + 8k1 bk l . 

Since 
8G 8G 
8h : 8k = h: k, 

we have 

(4) JG=! ((b9 +b91 )2 + (b9 -b91 )2) 
4 b-c b+c 

1 8G 2 1 8G 2 

- 2h 8h bg - 2h1 8h1 bg1· 

We form the determinant of this quadratic form in Jg and bg1 , and sub­
stitute the values obtained in (1) of Section 6, 

2h 
- = b2 + c2 - 2a2 ± J(4a2 - (b + c)2)(4a2 - (b - c)2), 
q 

2h1 = b2 + c2 _ 2a2 =F J(4a2 - (b + c)2)(4a2 - (b - C)2) 
q1 

1'10 that ll.!!:J.. = E. The determinant is found to be 
qql 

3(a2 - b2)(a2 - c2) 
4E(b2 - c2 )2 
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It is positive in case (I), if E < 0, and in case (III), but negative in case (I), 
if E = 0, and in case (II). In the first two cases, the expression (4) can take 
both positive and negative values: in the other two cases, we find either only 
positive values, or only negative values. For (5g1 = -(5g, bG has the value 

Under the assumptions valid in these cases, this is always negative, as we 
readily see by rewriting it as 

(b2 + c2 - 2a2)(b2 + 4bc + c2 + 2a2) + (4a2 - (b + c?)( 4a2 - (b - c?) 2 

- 4(b+c)2E bg , 

and observing that b2 + c2 - 2a2 is always positive when E 2: o. 
If one of the two quantities W or WI vanishes, for example WI = 0, the 

conditions connecting 8g1 , bh1 , bkl become 

8g~ + 8hi + 8ki = o. 

Consequently the expression for the variation of G reduces to 

We obtain from (5), since Y!:.!. = 0, 
ql 

Substituting this value, we obtain 

8G = _ (b2 + c2)( 4a2 - (b + C)2) + (b - c)2(b2 + 4bc + c2) bl 
4(b2 - C2)2(b2 + c2 - 2a2) . 

This is negative, since in this case b2 + c2 - 2a2 and 4a2 - (b + c? are positive. 
Thus in all these cases the function G has no minimum value. It remains 

to treat the case of Section 7, where we can altogether exclude the singular 
case where b = a and r'2 > (E7f p4 )8.64004 .... If either w2 or w; is 0, this case 
produces, for given values of the other quantities, only one constant state of 
motion for which r2 = /2, and for these values G must take its minimum 
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For a given pair of nonzero values of w2 and wI, however, this case 
two constant states of motion of the fluid mass, that pass into each 

on interchanging T2, T'2. For we can determine T2 and /2 from and 
using 

T= 
2 

W -WI 
T'= ---

2 

nlld vary the signs of wand WI arbitrarily. 
We can easily show that, in the single case when wand WI have the same 
and so T2 has the largest value, no minimum of G occurs. The conditions 

ou the variations of g, h, ... ,kl are now 

f:Uld the variation of G will be 

However, this has a negative value when we take wand WI with the same 
and bh = bhl = 0, bg1 = -bg. For this produces 

bG -{I 1 (1 1) (w + wd 2
} b 2 

- (b+c)2-(b+a)2+ (b+a)2-(b-a)2 4WWl g. 

Here (b;a)2 < (b~a)2' Also (b;C)2 < (b;a)2' since for c :::; a, (3) of Section 7 
'2 2 , 

gives (b:a)2 2: (b:a)2 and consequently T 2 > T2, so that T2 can only exceed 

if c > a. 

Thus the function has no minimum in this case, and consequently must 
take its minimum in the single remaining case. 

Thus this occurs for the motion treated in Section 7, if T2 :::; T'2 (exclud­
ing the above singular case). In all other cases the persistence of the form 
and state of motion is unstable. However, in this case every infinitely small 
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variation of the form and state of motion of the fluid mass, satisfying Dirich­
let's hypothesis, produces only infinitely small oscillations. Admittedly this 
does not imply that the state the fluid mass is stable this case. The 
investigation of the conditions under which this occurs could indeed be car­
ried out by known methods, since it leads to linear differential equations. 
We forgo the treatment of this question in the present work. It is merely 
a development of the beautiful reasoning that is a high point of Dirichlet's 
scientific activities. 
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XI. 

On the vanishing of O-functions. 

(IiU'ly:/uL'rdt's Journal fur reine und angewandte Mathematik, vol. 65, 1865.) 

The second part of my memoir on the theory of Abelian functions, which 
was published in the 54th volume of Borchardt's journal of mathematics, 
contains the proof of a theorem on the vanishing of theta-functions to which I 
!.;tutH refer, assuming the notation used previously to be familiar to the reader. 
gverything deduced in the memoir in brief indications of the applications of 
thin theorem is based on the concept of defining a function by means of 

discontinuities and infinities. As can easily be seen, these applications 
IltUHt. form the foundation of the theory of Abelian functions. However in 
t.ho t.heorem itself, and in its proof, insufficient account has been taken of 
tlu~ possibility that the theta-function may vanish identically (that is, for 

value of the variable) when for its variables are substituted integrals of 
fllf.!;ebraic functions of a single variable. The purpose of the following short 
mmHoir is to remedy this defect. 

In discussing B-functions in an indefinite number of variables, the need 
au abbreviated notation to represent a sequence such as 

itself felt as soon as the expression for Vv via v is complicated. We 
rnuld nse symbols analogous to summation and product signs, but such a no­
Intion would take too much space, and the symbols governed by the function 

would be difficult to print. I prefer therefore to represent 

thus 
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1. 

Suppose that, in the function B(Vl' V2, ... , Vm ), we substitute for the 
variables v the p integrals Ul - el, U2 - e2, ... ,up - ep of algebraic functions 
that branch in the same way as the surface T. We obtain a function of z, 
which varies continuously throughout the whole surface T outside the lines 
b, but acquires the factor exp( -ut - u;; + 2ev) in crossing from the negative 
to the positive side of the line bv . As proved in §22, this function, if it does 
not vanish for all values of z, becomes infinitely small of first order at only p 
points of the surface T. These points were denoted by 'TIl, 'TI2, ... ,'TIp, and the 
value of the function Uv at the point 'TIJl by a~). This led to the congruence 
for the 2p systems of moduli of the B-function: 

(1) (el' e2,"" ep) (t aiJl) + K l , tar) + K 2, ... , t a;;) + K p) . 
1 1 1 

The quantities K depend on the (at present arbitrary) additive constants in 
the functions u, but are independent of the quantities e and the points 'TI. 

If we perform the calculation indicated there, we find that 

(2) 

In this expression, the integral J (ut + u;; )duvl is taken in a positive direction 
over bVI and, in the summation, v' runs through the natural numbers from 1 
to p other than v. Further, tv = ±1, depending on whether the end of the 
line £v lies on the positive or negative side of av, while t~ = ±1, depending 
on whether this same point lies on the positive or negative side of bv . The 
determination of the sign is, incidentally, necessary only if the quantities e are 
to be completely determined from the discontinuities of log B in accordance 
with the equations of §22. The above congruence (1) remains valid, whatever 
sign we take. 

We shall first retain the simplifying assumption made there, that the 
additive constants in the functions u are so determined that the quantities 
K are all O. In order to free the final results from this restrictive hypothesis, 
obviously all that will then be needed will be to add back -Kl' -K2, ... , -Kp 
to the arguments of the theta-function. 

If, therefore, the function B(Ul - eI, U2 - e2, .. . ,up - ep) vanishes at each 
of the p points 'TIl, 'TI2, ... ,'TIp and does not vanish identically for every value 
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of z, then 

This theorem holds for arbitrary values of the quantities e, and we de­
duced from this, by allowing the point (s, z) to coincide with the point 'TlP' 
that 

Since the B-function is even, 

no matter what the points 'Tll' T/2, ... ,'Tlp-l might be. 

2. 

However, the proof of this theorem requires, for completeness, some 
amplification due to the circumstance that the function 

may vanish identically (and in fact this can happen for every system of sim­
ilarly branching algebraic functions, for certain values of the quantities e). 

Because of this, we must initially be content to show that the theorem 
remains valid, when the points 'Tl vary independently within finite limits. 
The general validity of the theorem will then follow by virtue of the principle 
that a function of a complex variable cannot vanish throughout a finite region 
without being zero everywhere. 

When z is given, the numbers el, e2, ... , ep can always be chosen so that 

does not vanish. For otherwise the function B(Vl, ... , vp ) would vanish for 
every value of the variables v, and every coefficient in the development of the 
function in integral powers of e 2V1 , e 2V2 , ... ,e2vp would be zero, which is not 
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the case. The quantities e can therefore be varied independently from one 
another within a finite region, without function 

vanishing for the given value of z. In other words, one can always find a 
2p-dimensional region E, within which the system of quantities e can move 
without the function 

vanishing for this value of z. It will therefore become infinitely small of first 
order at only p different positions of (s, z). If we denote these points by 
TJl, ... ,TJp, we have 

(1) 

To every choice of the system of numbers e inside E, or every point of E, 
corresponds a determination of the points TJ, whose totality form the points 
of a region H corresponding to the region E. However, in consequence of 
the equation (1), to each point of H corresponds only one point of E. If, 
therefore, H were a region of 2p - 1 or fewer dimensions, then E could not 
have 2p dimensions. Hence H is a 2p-dimensional region. 

The reasoning on which our theorem is based thus remains valid for ar­
bitrary positions of the points TJ, within a finite region, and the equation 

holds for any positions of the points TJl, TJ2, ... ,TJp-l in the interior of finite 
regions, and consequently in general. 

3. 

It follows that the system of quantities (el' e2,"" ep ) is congruent, in 
one and only one way, to an expression of the form 
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not vanish for every value of z. For if the points Til, T12, ... ,TIp can be 
>HH.A"-'U in more than one way so that congruence 

holds, then by the result just proved the function B C ("v - ev)) would 

vanish for more than p points, without vanishing identically, which is impos-
13ible. 

If B (~ ("v - cv)) vanishes ident ically, we need, in order to obtain C (cv)) 
in the above form, to consider 

a,nd if this function vanishes identically for every value of z, (1, Zl, to consider 

We suppose that 

() 
(

p ('I\'m (p+2-J.t) _ 'l\'m-1 (p-J.t) _ )) 
V L..,,1 LYv L..,,1 U v ev 

1 

(1) 
vanishes identically, but that 

() (
p ('I\'m+l (p+2-J.t) _ 'l\'m (p-J.t) _ )) 
V L..,,1 LYv L..,,1 U v ev 

1 

does not. 

Hence the latter function, regarded as a function of (p+1, vanishes not only 
for Ep-1, Ep-2, ... ,Ep-m, but for p - m other points which we may denote by 
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TJl, TJ2, ... , TJp-m, so that 

These points TJl, TJ2, ... ,TJp-m can be determined in only one way so that 
this congruence holds, because otherwise the function would vanish at more 
than p points. This same function, regarded as a function of Zp-l, besides 
vanishing for 

TJp+l, TJp, ... ,TJp-m+l, 

vanishes for p - m - 1 other points, which we may denote by 

We then have 

and the points El, E2, ... ,Ep-m-l are completely determined by this congru­
ence. 

Under the assumptions (1), then, the two congruences 

(2) 

and 

(3) 

can both be satisfied by choosing m of the points TJ and m - 1 of the points 
E arbitrarily, after which the remaining points are determined. The converse 
theorem is also true, that is, the function vanishes if one of these conditions 
is satisfied. Accordingly, if the congruence (2) can be satisfied in more than 
one way, then the congruence (3) also has more than one solution, and if m, 
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Hit, not more, of the points rl can be chosen arbitrarily, then m - 1 of the 
can be chosen arbitrarily, after which the others are determined, and 

It foHows in the same way that if 

congruences 

have a solution. In fact, m of the points r] and m of the points f 

be chosen arbitrarily, after which the remaining p - 1 - m points are 
dt~t,()nnined, if 

identically zero, but 

uot identically zero, the case m = 0 not being excluded. This theorem has 
converse. If m, but not more, of the points r] can be chosen arbitrarily, 

tholl the hypothesis is satisfied and it follows that m, but not more, of the 
points f can also be chosen arbitrarily. 

4. 

{
Denote by ()~ the first derivative of ()( VlJ V2, ... ,vp) with respect to V v , 

( I ) 

by (}~,p, the second derivative with respect to Vv and vp" and so on. 
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If 

(
p 

e v 
1 

vanishes identically for every value of Z, and (" all of the functions 0' C (r v)) 
will be zero. In fact the equation 

when Sl and Zl are infinitely close to 0"1 and (1, becomes the equation 

If we assume that 
d _ ¢/L(s,z)dz 

u/L - aF ' 
as 

then, after omission of the factor 

the equation becomes 

As no linear equation with constant coefficients can hold between the func­
tions ¢, it follows that all the first order partial derivatives of O(V1' V2, ... , vp ) 

p 
must vanish for v (vv = Tv). 

1 
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order to prove the converse theorem, assume 
p 
v 
1 

tv) are two systems of values for which the function () vanishes, 

p 
without vanishing identically for v (vv = uS1) - aP) + r v) and 

1 

j) 

II (vv = uP) - aS1) + tv). We form the expression 
I 

If we regard this expression as a function of Z1, then it is an algebraic 
function of Z1 and indeed a rational function of S1 and Z1, because the de­
nominator and numerator of the fraction are continuous on Til and acquire 
the same factors on crossing the transverse cuts. For Z1 = (1 and S1 = 0"1, the 
dtmominator and numerator become infinitely small of second order, so that 
the function remains finite. However, the other values for which the denom­
Inator or numerator vanish are, as shown above, completely determined by 
the values of the quantities rand t, and thus independent of (1. Now since 
lin algebraic function is completely defined, apart from a constant factor, by 
!'he points at which it becomes infinite or zero, the expression is a rational 
function X(Sl, Zl) of the variables Sl, Zl independent of (1, multiplied by a 
constant, that is, a quantity independent of Zl. As the expression is sym­
Ulf'tric in regard to the systems (Sl' zd and (0"1, (1), this constant is X(O"l, (d 
wultiplied by a number A not depending on (1 either. If we write 

VA X(s, z) = p(s, z), 

we obtain, for our expression (2), the value 

(a) 
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where p( s ,z) is a rational function of sand z. 
To determine this function, we merely need to let (1 = Zl, 0"1 81, ob-

taining 

~ 0;, C (TV)) dll~l) , 

~ 8~ C (tv)) du111 

Of, after extracting the square root, and removing the factor &F'(:II'ZI) ' 

&SI 

(4) 

We now deduce from (3) and (4) the equation 

(5) 

8 C (u~11 - aPI + rv)) 0 C (aPI - u~'1 + rv)) 

o C (1l~1) - aPI +tv)) 0 C (a~11 - u~l) +tv)) 

~ O~ C (rv )) ,M3" ZI) ~ O~ C (TV)) o/"(o-j, (tl 

~o~ C (tv)) MShZI) ~O'" C (tv)) 0/"(0-1,(1) 

It follows from this equation that 

o C (u£L "pI + rv)) 
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must be equal to zero for every value of Z1 and (1, if all first order partial 
p 

derivatives of the function ()(Vl' V2, ... , v 
1 

= T . 

5. 

If 

(1) 

m m 
vanishes identically, that is for every value of f.J, (O"J-t, (J-t) and f.J, (sJ-t, zJ-t), then 

1 1 
by taking (m = Zmo O"m = Sm, we find-in the manner indicated above-that 
oJI first order partial derivatives of the function O(Vl' V2,"" vp ) vanish for 

P ( m-I m-I ) 

V Vv = L Q~L) - L u~) + Tv' 

1 I I 

Further, by allowing (m-I - Zm-I, O"m-I - Sm-I to become infinitely small, 
we find that all second order partial derivatives vanish for 

Obviously we find in general that all nth order partial derivatives vanish for 

whatever the values of the quantities Z and (. 
It follows that, on the present assumption (1), all partial derivatives of 

P 
t.he function O(VI' V2, ... , vp ) up to order mare 0 for v (vv = Tv). 

1 
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In order to prove that the converse theorem holds, we first show that if 

m~l 

vanishes identically and the quantities 

are all zero, then 

must also vanish. To this end we generalize equation (5) of §4. 
We assume that 

vanishes identically, but 

does not. We retain the earlier assumption in regard to the quantities t, and 
consider the expression 
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In the above expression, the variables p and pi under the product signs run 
from 1 to m, omitting terms with p = pi in the numerator. 

If we regard this expression as a function of Zl, we see that the factor that 
arises on crossing each transverse cut is 1. Consequently it is an algebraic 
function of Zl. For Zl = (p and Sl = a p' the denominator and numerator are 
infinitely small of second order, and the fraction therefore remains finite. For 
all other values for which the numerator and denominator vanish, the quanti-

m 
ties rand t are fully determined by the quantities J.-l (sJ.!' zJ.!)' as shown in §3, 

2 
and hence are independent of the quantities (. Now since the expression is a 
symmetric function of the quantities z, the same is true for every zJ.!: it is an 
algebraic function of zJ.!' and the values of zJ.! for which this algebraic function 
becomes infinitely small or infinitely large do not depend on the quantities (. 
The expression is therefore equal to an algebraic function X(Zl, Z2, ... ,zm) of 
the variables Z (not depending on (), multiplied by a factor not depending on 
the variables z. Since the expression remains unaltered when the quantities 
z, ( are interchanged, this factor is X( (1, (2, ... ,(m) multiplied by a constant 
A independent of the quantities z, (. We may therefore, if we write 

VAX(Zl, Z2,···, zm) = 'IjJ(Zl' Z2,···, zm), 

give our expression (2) the form 

(3) 

Here 'IjJ(Zl' Z2, . .. ,zm) is an algebraic function of the variables z, independent 
of the quantities (, which, by virtue of its branching type, can be expressed 

m 

rationally in J.-l (sJ.!' zJ.!). 
1 

If we now allow the points 'r/ to coincide with the E, so that the quantities 
(J.! - zJ.! and a J.! - sJ.! all become infinitely small, then-using the notation for 
partial derivatives in §4, (I)-we have 

± t ()~~~2, ... ,vm (~ (rp )) du~:)du~;) ... du~:) 
Vl, ... ,vm=l 1 
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It is hardly necessary to point out that the choice of sign is irrelevant, since 
it has no bearing on the value of 

and that dur) , du~) , ... ,du}:) can be replaced simultaneously in the nu­
merator and denominator by quantities <h(sJL' zJL)' ¢2(SJL' zJL)"'" ¢p(sJL' zJL) 
proportional to them. 

From the equation contained in (2), (3), and (4), which has been proved 
for the case in which 

is zero, and 

is not, it follows that 

cannot be different from zero, if the functions O( m) (~ (r v)) all vanish. 

Thus, if the functions O( m+1) C (r v)) all vanish, the validity of the equa­

tion 

for n = m implies its validity for n = m + 1. Accordingly, if the equation 

holds for n ~ 0, or if 0 (~ (rv)) ~ 0, and all partial derivatives of the 
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function 0 G (vv)) up to order rn vanish for ~ (vv ~ r"), but the (rn + 1 )-th 

order partial derivatives do not all vanish, then the equation also holds for all 
values of n up to n = m, but not for n = m + 1. For as we found previously, 
it would follow from 

o (~(%=u~) -%=a~) +Tv) ) ~ 0 

that all the quantities B( m+ 1) (~ (r")) must vanish. 

6. 

Combining what we have just proved with the earlier results, we have 
the following result: 

If O(rl, r2, . .. ,rp) = 0, then p - 1 points 'TfI, 'Tf2, ... ,'Tfp-I can be found, 
such that 

and the converse is true. 
If the function O( VI, V2, ... ,vp) and its partial derivatives up to order m 

vanish for VI = rI, V2 = r2, ... ,vp = r p, but the (m + 1)-th partial derivatives 
are not all zero, then m of these points 'Tf can be chosen arbitrarily with­
out altering the quantities r, and then the remaining p - 1 - m points are 
completely determined. 

Conversely if m, but not more, of the points 'Tf can be chosen arbitrarily 
without altering the quantities r, then the function O(VI' V2,"" vp) and its 
partial derivatives up to order m vanish for VI = rI, V2 = r2, ... ,vp = rp, but 
the (m + 1 )-th partial derivatives are not all zero. 

Complete investigation of all the particular cases which can arise in regard 
to the vanishing of a theta-function was necessary, not so much because of 
the particular systems of similarly branching algebraic functions to which 
the different cases correspond; but rather, because without this examination, 
gaps arise in the proof of the theorem. The proof can now be based on our 
theorem on the vanishing of a O-function. 
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XII. 

On the representation of a function by a trigonometric series. 

(Abhandlungen der Koniglichen Gesellschaft der Wissenschaften zu 
Gottingen, vol. 13.) 

The following essay on trigonometric series consists of two essentially dif­
ferent parts. The first part contains a history of the research and opinions on 
arbitrary (graphically given) functions and their representation by trigono­
metric series. In its composition I was guided by some hints of the famous 
mathematician, to whom the first fundamental work on this topic was due. 
In the second part, I examine the representation of a function by a trigono­
metric series including cases that were previously unresolved. For this, it was 
necessary to start with a short essay on the concept of a definite integral and 
the scope of its validity. 

History of the question of the representation of an arbitrary func­
tion by a trigonometric series. 

1. 

The trigonometric series named after Fourier, that is, the series of the 
form 

al sin x + a2 sin 2x + a3 sin 3x + ... 
1 +"2 bo + bi cos X + b2 cos 2x + b3 cos 3x + ... 

playa significant role in those parts of mathematics where arbitrary functions 
occur. Indeed, there is reason to assert that the most substantial progress 
in this part of mathematics, that is so important for physics, has depended 
on a clear insight into the nature of these series. As soon as mathematical 
research first led to consideration of arbitrary functions, the question arose 
whether an arbitrary function could be expressed by a series of the above 
form. 

This occurred in the middle of the eighteenth century during the study 
of vibrating strings, a topic in which the most prominent mathematicians of 
the time were interested. Their insights about our topic would probably not 
be represented were it not for the investigation of this problem. 
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As is well known, under certain hypotheses that conform approximately 
to reality, the shape of a string under tension that is vibrating a plane is 
determined by partial differential equation 

where x is the distance of an arbitrary one of its points from the origin and y 
is the distance from the rest position at time t. Furthermore a is independent 
of t, and also of x for a string of uniform thickness. 

D' Alembert was the first to give a general solution to this differential 
equation. 

He showed1 that each function of x and t, which when set in the equation 
for y yields an identity, must have the form 

J(x + at) + ¢(x - at). 

This follows by introducing the independent variables x + at, x - at instead 
of x and t, whereby 

changes into 
8 oy 

4 o(x+at) 

8(x - at)' 

Besides the partial differential equation, which results from the general 
laws of motion, y must also satisfy the condition that it is always 0 at the 
endpoints of the string. Thus, if one of these points is at x = 0 and the other 
at x = £, we have 

J(at) = -¢( -at), J(£ + at) = -¢(£ - at) 

and consequently 

J(z) = -¢( -z) = -¢(£ - (£ + z)) = J(2£ + z), 
y = J (at + x) - J (at - x). 

After d' Alembert had succeeded in finding the above for the general so­
lution of the problem, he treated, in a sequel2 to his paper, the equation 

1 Memoires de l'academie de Berlin, 1747, p. 214. 
2Ibid. p. 220. 
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f (z) = f (2£ + z). That is, he looked for analytic expressions that remained 
unchanged if z is increased by 2£. 

In the next issue of !v! ernoires de I B eTlin3 , Euler made a basic 
advance, giving a new presentation of d ' Alembert's work and recognizing 
more exactly the nature of the conditions which the function f (:r) must 
satisfy. He noted that, by the nature of the problem, the movement of the 
string is completely determined, if at some point in time the shape of the 
string and the velocity are given at each point (that is, y and ~). He showed 
that if one thinks of the two functions as being determined by arbitrarily 
drawn curves, then the d'Alembert function f(z) can always be found by a 
simple geometric construction. In fact, if one assumes that y = g(x) and 
~ = h(x) when t = 0, then one obtains 

f(x) - f( -x) = g(x) and f(x) + f( -x) = ± J h(x) dx 

for values of x between 0 and £, and hence obtains the function f(z) between 
-£ and £. From this, however, the values of f(z) can be derived for all other 
values of z using the equation 

f(z) = f(2£ + z). 

This is, represented in abstract but now generally accepted concepts, 
Euler's determination of the function f (z). 

D' Alembert at once protested against this extension of his methods by 
Euler\ since it assumed that y could be expressed analytically in t and x. 

Before Euler replied to this, Daniel Bernoulli5 presented a third treatment 
of this topic, which was quite different from the previous two. Even prior 
to d'Alembert, Taylor6 had seen that y = sin n;x cos n~o.t, where n is an 

integer, satisfies fi¥ = Q2~ and always equals 0 for x = 0 and x = £. From 
this he explained the physical fact that a string, besides its fundamental 
tone, can also give the fundamental tone of a string that is ~,i,~, ... as 

3 Memoires de l'academie de Berlin, 1748, p. 69. 
4Memoires de l'academie de Berlin, 1750, p. 358. 'Indeed, it seems to me, one can only 

express y analytically in a more general fashion by supposing it is a function of t and x. 
But with this assumption one only finds a solution of the problem for the case where the 
different graphs of the vibrating string can be contained in a single equation.' 

5 Memoires de l'academie de Berlin, 1753, p. 147. 
6Taylor, De methode incrementorum. 
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long (but otherwise similarly constituted). He took his particular solutions 
as general: he thought that if the pitch of the tone was determined by the 
integer n, the vibration the string would always be as expressed 
the equation, or at least very nearly. The observation that a string could 
simultaneously sound different notes now led Bernoulli to the remark that 
the string (by the theory) could also vibrate in accordance with the equation 

'""' n7rX n7rQ; 
y = L.....t an sin -f- cos -f- (t - f3n). 

Further, since all observed modifications of the phenomenon could be ex­
plained by this equation, he considered it the most general solution. 7 In or­
der to support this opinion, he examined the vibration of a massless thread 
under tension, which was weighted at isolated points with finite masses. He 
showed that the vibrations can be decomposed into a number of vibrations 
that is always equal to the number of points, each vibration being of the 
same duration for all masses. 

This work of Bernoulli prompted a new paper from Euler, which was 
printed immediately following it in the Memoires de l'academie de Berlin.8 

He maintained, in opposition to d'Alembert9 , that the function J(z) could 
be completely arbitrary between -f and f. EulerlO noted that Bernoulli's 
solution (which he had previously represented as particular) is general if and 
only if the series 

. X7r . 2x7r 
alsm- +a2sm-- + ... 

f f 
1 X7r 2x7r 

+ - bo + b1 cos - + b2 cos -- + ... 
2 f f 

can represent the ordinate of an arbitrary curve for the abcissa x between 
o and f. Now no one doubted at that time that all transformations which 
could be made with an analytic expression (finite or infinite) would be valid 
for each value of the variable, or only inapplicable in very special cases. 
Thus it seemed impossible to represent an algebraic curve, or in general a 
non periodic analytically given curve, by the above expression. Hence Euler 
thought that the question must be decided against Bernoulli. 

7Loc. cit., p. 157 section XIII. 
8 Memoires de l'academie de Berlin, 1753, p. 196. 
9Loc. cit., p. 214 

lOLoc. cit., sections III-X. 

222 



Riemanll, Collected Papers 

The disagreement between Euler and d'Alembert was still unresolved by 
This induced the young, and then little known, mathematician La-

to seek the solution of the problem a completely new way, by 
which he reached Euler's results. He undertookll to determine the vibration 
of a massless thread which is weighted with an indeterminate finite number 
of equal masses that are equally spaced. He then examined how the vibra­
tions change when the number of masses grows towards infinity. Although 
he carried out the first part of this investigation with much dexterity and 
a great display of analytic ingenuity, the transition from the finite to the 
infinite left much to be desired. Hence d' Alembert could continue to vindi­
cate the reputation of his solution as the most general by making this point 
in a note in his Opuscules Mathernatiques. The opinions of the prominent 
mathematicians of this time were, and remained, divided on the matter; for 
in later work everyone essentially retained his own point of view. 

In order to finally arrange his views on the problem of arbitrary func­
tions and their representation by trigonometric series, Euler first introduced 
these functions into analysis, and supported by geometrical considerations, 
itpplied infinitesimal analysis to them. Lagrange12 considered Euler's results 
(his geometric construction for the course of the vibration) to be correct, 
but he was not satisfied with Euler's geometric treatment of the functions. 
D'Alembert,13 on the other hand, acceded to Euler's way of obtaining the 
differential equation and restricted himself to disputing the validity of his 
result, since one could not know for an arbitrary function whether its deriva­
tives were continuous. Concerning Bernoulli's solution, all three agreed not 
to consider it as general. While d'Alembert,14 in order to explain Bernoulli's 
solution as less general than his own, had to assert that an analytically given 
periodic function cannot always be represented by a trigonometric senes, 
Lagrange15 believed it possible to prove this. 

2. 

Almost fifty years had passed without a basic advance having been made 
in the question of the analytic representation of an arbitrary function. Then 

11 Miscellanea Taurinensia, vol. 1. Recherches sur la nature et la propagation du son. 
12 Miscellanea Taurinensia, vol. II, Pars math., p. 18. 
130puscules Mathematiques, d' Alembert. Vol. 1, 1761, p. 16, Sections VII-XX. 
140puscules Mathematiques, vol. I, p. 42, Section XXIV. 
15 Misc. Taur. vol. III, Pars math., p. 221, Section XXV. 
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a remark by Fourier threw a new light on the topic. A new epoch in the 
development of this of mathematics began, which soon made itself known 
in a wonderful expansion of mathematical Fourier noted that in the 
trigonometric series 

f(x) = {a 1 sinx+a2 sin2x+ ... 
+ ~ bo + b1 cos X + b2 cos 2x + . . . , 

the coefficients can be determined by the formulae 

1171" 1171" an = - f (x) sin nx dx, bn = - f ( x ) cos nx dx. 
7r -71" 7r -71" 

He saw that the method can also be applied if the function f (x) is arbitrary. 
He used a so-called discontinuous function for f (x) (with ordinate a broken 
line for the abscissa x) and obtained a series which in fact always gives the 
value of the function. 

Fourier, in one of his first papers on heat, which was submitted to the 
French academy16 (December 21, 1807) first announced the theorem, that 
an arbitrary (graphically given) function can be expressed as a trigonometric 
series. This claim was so unexpected to the aged Lagrange that he opposed 
it vigorously. There should 17 be another note about this in the archives of 
the Paris academy. Nevertheless, Poisson refers,18 whenever he makes use of 
trigonometric series to represent arbitrary functions, to a place in Lagrange's 
work on the vibrating string where this method of representation can be 
found. In order to refute this claim, which can only be explained by the well 
known rivalry19 between Fourier and Poisson, we must once again return to 
Lagrange's treatise, since nothing can be found that is published about these 
facts by the academy. 

In fact, one finds in the place cited20 by Poisson the formula: 

'y = 2 J Y sin X 7r dX x sin X7r + 2 J Y sin 2X 7r dX x sin 2x7r 

+ 2 J Y sin 3X 7r dX x sin 3x7r + etc. + 2 J Y sin nX 7r dX x sin nX7r, 

16 Bulletin des sciences p. la soc. philomatique, vol I, p. 112. 
17From a verbal report of Professor Dirichlet. 
18 Among others, in the expanded Traite de mecanique No. 323, p. 638 
19The review in the Bulletin des Sciences on the paper submitted by Fourier to the 

academy was written by Poisson. 
20 Misc. TaUT., vol. III, PaTS math., p. 261. 
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so that when x = X, one has y = Y, Y being the ordinate corresponding to 
the abscissa X'. 

This formula looks so much like a Fourier series that is easy to confuse 
them with just a quick glance. However, this appearance arises only because 
Lagrange uses J dX where today we would use L: ~X. It gives the solution 
to the problem of determining the finite sine series 

al sin X7r + a2 sin 2x7r + ... + an sin nX7r 

so that it has given values when x equals 

1 2 
n+l' n+l' 

... , 
n 

n+l 

Lagrange denotes the variable by X. If Lagrange had let n become infinitely 
large in this formula, then certainly he would have obtained Fourier's re­
sult. However, if we read through his paper, we see that he was far from 
believing that an arbitrary function could actually be represented by an in­
finite sine series. Rather, he had undertaken the whole work because be 
believed that an arbitrary function could not be expressed by a formula. 
Concerning trigonometric series, he thought they could be used to represent 
any analytically given periodic function. Admittedly, it now seems scarcely 
possible that Lagrange did not obtain Fourier's series from his summation 
formula. However, this can be explained in that the dispute between Euler 
and d' Alembert had predisposed him towards a particular opinion about the 
proper method of proceeding. He thought that the vibration problem, for 
an indeterminate finite number of masses, must be fully solved before apply­
ing limit considerations. This necessitated a rather extensive investigation21 , 

which was unnecessary if he had been acquainted with the Fourier series. 
The nature of the trigonometric series was recognized perfectly correctly 

by Fourier. 22 Since then these series have been applied many times in math­
ematical physics to represent arbitrary functions. In each individual case it 
was easy to convince oneself that the Fourier series really converged to the 
value of the function. However, it was a long time before this important 
theorem would be proved in general. 

21 Misc. Taur., vol III, Pars math., p. 25l. 
22 Bulletin d. sc. vol. I, p. 115. 'The coefficients a, a', a", ... , being then determined', 

etc. 
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The proof which Cauchy23 read to the Paris academy on February 27, 
1826, is inadequate, as Dirichlet24 has shown. Cauchy assumed that if x is 
replaced by the complex argument x + an arbitrary periodic function 

, then the function is finite for each value of y. However, this only 
occurs if the function is a constant. It is easy to see that this hypothesis was 
unnecessary for the later conclusions. It suffices that a function ¢(x + yi) 
exists which is finite for all positive values of y, whose real part is equal to 
the given periodic function f (x) when y = O. If one assumes this theorem, 
which is in fact true,25 then Cauchy's method certainly leads to the goal; 
conversely, this theorem can be derived from the Fourier series. 

3. 

The question of the representation by trigonometric series of everywhere 
integrable functions with finitely many maxima and minima was first settled 
rigorously by Dirichlet26 in a paper of January 1829. 

The recognition of the proper way to attack the problem came to him 
from the insight that infinite series fall into two distinct classes, depending 
on whether or not they remain convergent when all the terms are made 
positive. In the first class the terms can be arbitrarily rearranged; in the 
second, on the other hand, the value is dependent on the ordering of the 
terms. Indeed, if we denote the positive terms of a series in the second class 
by 

and the negative terms by 

then it is clear that L: a as well as L: b must be infinite. For if they were 
both finite, the series would still be convergent after making all the signs the 
same. If only one were infinite, then the series would diverge. Clearly now 
an arbitrarily given value C can be obtained by a suitable reordering of the 
terms. We take alternately the positive terms of the series until the sum is 
greater than C, and then the negative terms until the sum is less than C. 
The deviation from C never amounts to more than the size of the term at 

23 Memoires de l'ac. d. sc. de Paris, vol. VI, p. 603. 
24Grelle's Journal fur die Mathematik, vol IV, pp. 157 & 158. 
25The proof can be found in the inaugural dissertation of the author. 
26 Grelle's Journal, vol. IV, p. 157. 
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place the signs were switched. Now, since the numbers a as well as 
numbers b become infinitely small with increasing index, so also are the 

lUCHJ'.LU from C. If we proceed sufficiently far in the series, the deviation 
Iwcomes arbitrarily small, that is, the series converges to C. 

The rules for finite sums only apply to the series of the first class. Only 
IlwHe can be considered as the aggregates of their terms; the series of the 
Hocond class cannot. This circumstance was overlooked by mathematicians 

the previous century, most likely, mainly on the grounds that the series 
which progress by increasing powers of a variable generally (that is, excluding 
individual values of this variable) belong to the first class. 

Clearly the Fourier series do not necessarily belong to the first class. The 
wnvergence cannot be derived, as Cauchy futilely attempted,27 from the 
rules by which the terms decrease. Rather, it must be shown that the finite 

~ j7r j ( a) sin a da sin x + ~ j7r j ( a ) sin 2a da sin 2x + ... 
n -7r n -7r 

Ij7r + - j ( a) sin na da sin nx 
n -7r 

1 j7r Ij7r + - j ( a) da + - j ( a) cos a da cos x 
2n -7r n -7r 

Ij7r Ij7r + - j ( a) cos 2a da cos 2x + ... + - j ( a ) cos na da cos nx, 
n -7r n -7r 

or, what is the same, the integral 

1 j7r sin 2nil (x - a) 
2'"" _~ j(a) . x-a da, 
/I" SIn -2-

11pproaches the value j (x) infinitely closely when n increases infinitely. 
Dirichlet based this proof on two theorems: 

o If 0 < c ::; n /2, then f; 4>(;3) sin~~~;l)f3 d;3 tends to ~ 4>(0) as n increases to 
iufinity. 

If 0 < b < c ::; n /2, then fbc 4>(;3) sin~~;l)f3 d;3 tends to 0, as n increases to 
ildillity. 

27Diriehlet in Grelle's Journal, vol IV, p. 158. 'Quoi qu'il en soit de eette premiere 
nbl'-lervation, ... a mesure que n eroit.' 
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It is assumed in both cases that the function ¢(fJ) is either always increasing 
or always decreasing between the limits of integration. 

If the function 1 does not change from increasing to decreasing, or from 
decreasing to increasing, infinitely often, then using the above theorems the 
integral 

1 111" sin 2nil (x - 0:) 
-2 1(0:) . x-a do: 

7r -7(" SIn -2-

can clearly be split into a finite number of parts, one of which tends28 to 
~ I(x + 0), another to ~ I(x - 0), and the others to 0, as n increases to 
infinity. 

It follows from this that a periodic function of period 27r, which 

1. is everywhere integrable, 

2. does not have infinitely many maxima and minima, and 

3. assumes the average of the two one-sided limits when the value changes 
by a jump, 

can be represented by a trigonometric series. 
It is clear that a function satisfying the first two properties but not the 

third cannot be represented by a trigonometric series. A trigonometric series 
representing such a function, except at the discontinuities, would deviate 
from it at the discontinuities. Dirichlet's research leaves undecided, whether 
and when functions can be represented by a trigonometric series that do not 
satisfy the first two conditions. 

Dirichlet's work gave a firm foundation for a large amount of important 
research in analysis. He succeeded in bringing light to a point where Euler 
was in error. He settled a question that had occupied many distinguished 
mathematicians for over 70 years (since 1753). In fact, for all cases of nature, 
the only cases concerned.in that work, it was completely settled. For however 
great our ignorance about how forces and states of matter vary for infinitely 
small changes of position and time, surely we may assume that the functions 
which are not included in Dirichlet's investigations do not occur in nature. 

28It is easy to prove that the value of a function f, which does not have infinitely 
many maxima or minima, for increasing or decreasing values of the argument with limit x, 
either approaches fixed limits f(x + 0) and f(x - 0) (using Dirichlet's notation in Dove's 
Repertorium der Physik, vol. 1, p. 170); or must become infinitely large. 
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Nevertheless, there are two reasons why those cases unresolved by Dirich­
seem to be worthy of consideration. 
First, as Dirichlet noted at the end of his paper, the topic has a very close 

connection with the principles of infinitesimal calculus, and can serve to bring 
greater clarity and rigor to these principles. In this regard the treatment of 
the topic has an immediate interest. 

Secondly, however, the applications of Fourier series are not restricted to 
research in the physical sciences. They are now also applied with success 
in an area of pure mathematics, number theory. Here it is precisely the 
functions whose representation by a trigonometric series was not examined 
by Dirichlet that seem to be important. 

Admittedly Dirichlet promised at the conclusion of his paper to return 
to these cases later, but that promise still remains unfulfilled. The works by 
Dirksen and Bessel on the cosine and sine series did not supply this com­
pletion. Rather, they take second place to Dirichlet in rigor and generality. 
Dirksen's paper,29 (almost simultaneous with Dirichlet's, and clearly written 
without knowledge of it) was, indeed, in a general way correct. However, in 
the particulars it contained some imprecisions. Apart from the fact that he 
found an incorrect result in a special case30 for the sum of a series, he relied 
in a secondary consideration on a series expansion31 that is only possible in 
particular cases. Hence the proof is only complete for functions whose first 
derivatives are everywhere finite. Besse132 tried to simplify Dirichlet's proof. 
However, the changes in the proof did not give any essential simplification, 
but at most clothed it in more familiar concepts, at the expense of rigor and 
generality. 

Hence, until now, the question of the representation of a function by a 
trigonometric series is only settled under the two hypotheses, that the func­
tion is everywhere integrable and does not have infinitely many maxima and 
minima. If the last hypothesis is not made, then the two integral theorems of 
Dirichlet are not sufficient for deciding the question. If the first is discarded, 
however, the Fourier method of determining the coefficients is not applica­
ble. In the following, when we examine the question without any particular 
il.ssumptions on the nature of the function, the method employed, as we will 

is constrained by these facts. An approach as direct as Dirichlet's is not 

29 Grelle's Journal, vol IX, p. 170. 
:30 Lac. cit., formula 22. 
31 Lac. cit., section 3. 
32Schumacher, Astronomische Nachrichten, 374 (vol. 16, p. 229.) 
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possible by the nature of the case. 

On the concept a definite integral and the range of its validity. 

4. 

Vagueness still prevails in some fundamental points concerning the def­
inite integral. Hence I provide some preliminaries about the concept of a 
definite integral and the scope of its validity. 

Hence first: What is one to understand by J: f(x) dx? 
In order to establish this, we take a sequence of values Xl, X2, ... , Xn-l 

between a and b arranged in succession, and denote, for brevity, Xl - a by 
61 , X2 - Xl by 62 , ... , b - Xn-l by 6n , and a positive fraction less than 1 by 
E. Then the value of the sum 

depends on the selection of the intervals 6 and the numbers E. If this now has 
the property, that however the 6's and E'S are selected, S approaches a fixed 
limit A when the 6's become infinitely small together, this limiting value is 
called J: f(x) dx. 

If we do not have this property, then J: f (x) dx is undefined. In some of 
these cases, attempts have been made to assign a meaning to the symbol, 
and among these extensions of the concept of a definite integral there is one 
recognized by all mathematicians. Namely, if the function f (x) becomes 
infinitely large when the argument approaches an isolated value c in the 
interval (a, b), then clearly the sum S, no matter what degree of smallness 
one may prescribe for 6, can reach an arbitrarily given value. Thus it has no 
limiting value, and by the above J: f(x) dx would have no meaning. However 
if 

i c
-

a1 f(x) dx + lb f(x) dx 
a c+a2 

approaches a fixed limit when 0:1 and 0:2 become infinitely small, then one 
understands this limit to be J: f (x) dx. 

Other hypotheses by Cauchy on the concept of the definite integral in the 
cases where the fundamental concepts do not give a value may be appropriate 
in individual classes of investigation. These are not generally established, and 
are hardly suited for general adoption in view of their great arbitrariness. 
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5. 

Let us examine now, secondly, range of validity of the concept, or 
question: In which cases can a function be integrated, and which cases 

can it not? 
Vile consider first the concept of integral in the narrow sense, that is, we 

Huppose that the sum S converges if the 6's together become infinitely small. 
We denote by DI the greatest fluctuation of the function between a and Xl, 
that is, the difference of its greatest and smallest values in this interval, by 
D2 the greatest fluctuation between Xl and X2,' .. , by Dn that between Xn-l 
and b. Then 

6lDI + 62 D2 + ... + 6n Dn 

must become infinitely small when the 6's do. We suppose further, that ~ is 
the greatest value this sum can reach, as long as all of the 6's are smaller than 
d. Then ~ will be a function of d, which is decreasing with d and becomes 
infinitely small with d. Now, if the total length of the intervals, in which the 
fiuctuation is greater than a, is s, then the contribution of these intervals to 
the sum 6lDI + 62 D2 + ... + 6nDn is clearly 2: as. Therefore one has 

Now, if a is given, ~/ a can always be made arbitrarily small by a suitable 
choice of d. The same is true for s, which yields: 

In order for the sum S to converge whenever all the 6's become infinitely 
small, in addition to f (x) being finite, it is necessary that the total length 
of the intervals, in which the fluctuations exceed a, can be made arbitrarily 
small for any given a by a suitable choice of d. 

This theorem also has a converse: 
If the function f(x) is always finite, and by infinitely decreasing the 6's 

together, the total length s of the intervals in which the fluctuation of the 
function is greater than a given number a always becomes infinitely small, 
then the sum S converges as the 6's become infinitely small together. 

For those intervals in which the fluctuations are> a make a contribution 
to the sum 6lDI + ... + 6nDn, less than s times the largest fluctuation of the 
function between a and b, which is finite (by agreement). The contribution of 
the remaining intervals is < a(b-a). Clearly one can now choose a arbitrarily 
small and then always determine the size of the intervals (by agreement) so 
that s is also arbitrarily small. In this way the sum 6IDl + 62 D2 + ... + 6nDn 
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can be made as small as desired. Consequently the value of the sum Scan 
be enclosed between arbitrarily narrow bounds. 

we have found necessary and sufficient conditions for the sum S to 
be convergent when the quantities r5 tend together to zero, or equivalently, 
for the existence of the integral of f (x) between a and b ill the narrow sense. 

H we now extend the integral concept as above, then it is clear that for 
the integration to be possible everywhere, the second of the two conditions 
established is still necessary. In place of the condition, that the function 
is always finite, will enter the condition, that the function becomes infinite 
only on the approach of the argument to isolated values, and that a definite 
limiting value arises, if the limits of integration tend to these values. 

6. 

Having examined the conditions for integrability in general, that is, with­
out special assumptions on the nature of the function to be integrated, this 
investigation will be applied and also carried further, in special cases. First 
we consider functions which are discontinuous infinitely often between any 
two numbers, no matter how close. 

Since these functions have never been considered before, it is well to start 
from a particular example. Designate, for brevity, (x) to be the excess of x 
over the closest integer, or if x lies in the middle between two (and thus the 
determination is ambiguous) the average of the two numbers 1/2 and -1/2, 
hence zero. Furthermore, let n be an integer and p an odd integer, and form 
the series 

f(x) = (x) + (2x) + (3x) + ... = ~ (nx). 
1 4 9 6 n 2 

n=l 

It is easy to see that the series converges for each value of x. When the argu­
ment continuously decreases to x, as well as when it continuously increases 
to x, the value always approaches a fixed limit. Indeed, if x = ~ (where p 
and n are relatively prime) 

f(x + 0) = f(x) - - 1 + - + - +... = f(x) - -1 ( 1 1) 7[2 

2n2 9 25 16n2 ' 

f(x - 0) = f(x) + - 1 + - + - +... = f(x) + -' 1 ( 1 1) 7[2 

2n2 9 25 16n2 ' 

in all other cases f(x + 0) = f(x) and f(x - 0) = f(x). 
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Hence this function is discontinuous for each rational value of x, which in 
lowest terms is a fraction with even denominator. Thus, while f is discontin­
uous infinitely often between any two bounds, the number of jumps greater 
than a fixed number is always finite. The function is everywhere integrable. 
Besides finiteness, it has the two properties, that for each value of x it has 
limiting values f(x + 0) and f(x + 0) on both sides, and that the number of 
jumps greater than or equal to a given number a is always finite. Applying 
our above investigation, as an obvious consequence of these two conditions, d 
can be taken so small that in the intervals which do not contain these jumps, 
the fluctuations are smaller then a, and the total length of the intervals which 
do contain these jumps will be arbitrarily small. 

It is worthwhile to note that functions which do not have infinitely many 
maxima and minima (to which the example just considered does not belong), 
where they do not become infinite, always have those two properties, and 
hence permit an integration everywhere where they are not infinite. This is 
also easy to show directly. 

Now consider the case where the function f(x) to be integrated has a 
single infinite value. We assume this occurs at x = 0, so that for decreasing 
positive values of x its value eventually grows over any given bound. 

It can easily be shown that xf(x) cannot always remain larger then finite 
number c as x decreases from a finite bound a. For then we would have 

la la dx f(x)dx > c -, 
x x X 

thus larger than c (log ~ - log ~), which increases to infinity with decreasing 
x. Thus if x f (x) does not have infinitely many maxima and minima in a 
neighborhood of x = 0, then xf(x) must become infinitely small with x if 
f(x) can be integrated. On the other hand, if 

'f( ) a = f(x)dx(l- a) 
x X d(xl-a) ' 

for a value a < 1, becomes infinitely small with x, then it is clear that the 
integral converges as the lower limit tends to O. 

In the same way one finds that in the cases where the integral converges, 
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the functions 

1 f(x·ldx· f( ) 1 .t ~J 

X X og - = 
1 1 f(x) 

log - log log - = 1 ' ... , 
x -dloglog l' 

x 
x :1: -d log log log _. 

( ) 1 1 n-l 1 n 1 f (x) dx f x x log - log log - ... log - log - = --~--:-
X X X X -dlog1+n ~ 

cannot remain always larger than a finite number as x decreases from a 
finite bound. Thus if they do not have infinitely many maxima and minima, 
these functions must become infinitely small with x. On the other hand, the 
integral J f (x) dx converges as the lower limit of integration tends to 0, if 

f(x)xlog ~ ... logn-l ~ (lOgn ~)a 
x x X 

becomes infinitely small with x, for a > 1. 

f(x) dx (1 - a) 

-d (logn ~) I-a 

However, if f (x) has infinitely many maxima and minima, then nothing 
can be determined about the order at which it becomes infinite. In fact, given 
the absolute value of f, and thereby given the order of infinity of f at 0, by a 
suitable determination of the sign one can always make the integral J f (x) dx 
converge when the lower limit of integration tends to 0. The function 

d (x cos e1/ X ) 1 
-'--__ ---'- = cos e1/ x + _e 1/ x sin e1/ x 

dx x 

serves as an example of a function which becomes infinite in such a way that 
its order (taking the order of ~ as one) is infinitely large. 

The above discussion, on the principles of a topic belonging to another 
area, suffices. We now proceed to our actual problem, a general investigation 
of the representation of a function by a trigonometric series. 

Investigation of the representation of a function by a trigonometric 
series without particular assumptions on the nature of the function. 

7. 

The previous work on this topic served the purpose of proving the Fourier 
series for the cases occurring in nature. Hence the proofs could start for an 
arbitrary function, and later for the purposes of the proof one could impose 
arbitrary restrictions on the function, when they did not impair the goaL 
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For our purposes we only impose conditions necessary for the reprcscnta­
of the function. Hence we must first look for necessary conditions for 

representation, from these select sufficient conditions for the reprc-
While the previous work showed: 'If a function has this or that 

then it is represented by a Fourier series', we must start from the 
question: If a function is represented by a Fourier series, what are 

consequences for the function, regarding the changes of its values with a 
change of the argument? 

Hence we consider the series 

al sin x + a2 sin 2x + ... 
1 + '2 bo + bl cos X + b2 cos 2x + ... 

For brevity, set 

1 '2 bo = Ao, al sin x + bl cos X = AI, a2 sin 2x + b2 cos 2x = A2, ... ; 

series becomes 
Ao + Al + A2 + .... 

We denote this expression by n and its value by f(x), so that this function 
is defined only for values of x where the series converges. 

For the series to converge, it is necessary that the terms eventually become 
infinitely small. If the coefficients an and bn diminish infinitely with increas­
ing n, then the terms of the series n eventually become infinitely small for 
each value of x. Otherwise convergence can only occur for particular values 
of x. It is necessary to treat both cases separately. 

8. 

Hence we suppose, first of all, that the terms of the series n eventually 
. become arbitrarily small for each x. 

Under this assumption, the series 

, x2 A2 A3 
C + C x + Ao 2 - Al - 4 - "9 ... = F( x) 

converges for each value of x. The series is obtained by integrating each term 
of n twice with respect to x. The value F(x) changes continuously with x, 
and consequently this function F of x is everywhere integrable. 
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In order to establish both the convergence of the series and the continu­
ity of F(x), one denotes the sum of the terms to -~ inclusive by N, the 
remainder of the series, that is, the series 

An+1 
(n + 1)2 

by R; and the greatest value of Am for m > n by E. Then, no matter how 
far one continues the series, the absolute value of R clearly remains 

<E + + ... <-( 1 1 ) E 

(n+1)2 (n+2)2 n' 

and R can be enclosed within arbitrarily small bounds if n is sufficiently 
large. Hence the series converges. Furthermore, the function F(x) is contin­
uous, that is, its variation can be made as small as we wish, if one imposes 
a sufficiently small corresponding change of x. For the combined changes of 
F(x) consists of the change in R and in N. Clearly one can first assume 
that n is so large that R is arbitrarily small whatever x may be, and con­
sequently also the change of R will be arbitrarily small for any change in x. 
Then assume the change of x is so small that the change in N also becomes 
arbitrarily small. 

It is well to place here some results about the function F(x), whose proofs 
would otherwise break the thread of the investigation. 

Theorem 1 If the series 0 converges, then 

F(x + 0: + (3) - F(x + 0: - (3) - F(x - 0: + (3) + F(x - 0: - (3) 
40:f3 

converges to the same value as 0 when 0: and f3 become infinitely small while 
their ratio remains finite. 

Indeed, we have 

F(x + 0: + (3) - F(x + 0: - (3) - F(x - 0: + (3) + F(x - 0: - (3) 
40:f3 

A A sin 0: sin f3 A sin 20: sin 2f3 A sin 30: sin 3f3 
= 0+ 1-- --+ 2----+ 3----+ .. ·· 

0: f3 20: 2f3 30: 3f3 
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In order to settle the simplest case f3 = 0: first, 

F(x + 20:) - 2F(x) + F(x - 20:) _ A A (sino:)2 A (sin20:)2 . - 0+ I -- + 2 -- + ... 
40:2 0: 20: 

If the infinite series converges, 

and we write 
Ao + Al + ... + An- I = f(x) + En, 

en for an arbitrarily given number 6, there must exist an integer m so that 
n > m we have En < 6. Now, assume 0: is so small that mo: < 7r. We use 

the substitution 
An = En+1 - En, 

00 (. )2 to put ~ ~ A in the form L .. m=O na n 

f(x) + ~ En {(Sin(n _1)0:)2 _ (Sinno:)2}, 
~ (n - 1)0: no: 
n=1 

and separate this last infinite series into three parts, in which we put together 

1. the terms of index 1 to m inclusive, 

2. from index m + 1 up to the largest integer s less than ~, 

3. from s + 1 to infinity. 

Then the first part consists of a finite number of continuously vArying terms, 
and therefore approaches its limiting value a arbitrarily closely when one lets 
(l become sufficiently small. The second part, since the factor of En is always 
positive, has absolute value 

In order to enclose the third part within bounds, one breaks up the general 
term into 

En { (sin(n - 1)0:) 2 _ (sin(n - 1)0:) 2} 
(n - 1)0: no: 
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and 

Hence clearly it is 

< 8{ 1 __ 1_} +8_1_ 
(n - 1)20:2 n 20:2 n20: 

and consequently the sum from n = s + 1 to 00 is 

<8 --+-{ II } (So:)2 so: . 

For an infinitely small 0:, that number becomes 

The series 

'" En {(Sin(n -1)0:)2 _ (Sinno:)2} 
~ (n-1)0: no: 

therefore approaches a limiting value, as 0: decreases, that cannot be larger 
than 

hence must be zero. Consequently 

which is equal to 

F(x + 20:) - 2F(x) + F(x - 20:) 
40:2 

f(x) + '" En {(Sin(n -1)0:)2 _ (Sinno:)2}, 
~ (n-1)0: no: 

converges to f(x) as 0: tends to O. This proves our theorem for the case 
(3 = 0:. 
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In order to prove the general case, let 

+ a + (3) - + - a - + + (1) 

P(x + a - (J) -- 2P(:r) + P(x - 0'+ - (3)2(f(X) + (2 ), 

which 

P(x + a + (3) - P(x + 0'- (3) - P(X - a + (3) + P(X - a - (3) 
= 4O'(3f(x) + (a + (3)261 - (a - (3)262. 

a consequence of the above result, 61 and 62 become infinitely small when 
and (3 do. Then 

(a + (3)2 6 
40'(3 1 

also be infinitely small if the coefficients of 61 and 62 do not become 
infinitely large, which does not occur since (3/0' remains finite. Consequently, 

P(x + a + (3) - P(x + 0'- (3) - P(x - a + (3) + P(x - a - (3) 
40'(3 

converges to f(x), as we wished to prove. 

P(x + 20') + P(x - 20') - 2P(x) 
20' 

tends to 0 with a for all x. 

In order to prove this, we split the series 

L A., (Si~:")' 
into three parts. The first contains all terms up to a fixed index Tn, from 
which term on the An are always smaller than E. The second contains all of 
the following terms for which nO' :::; a fixed number c. Then the third includes 
the rest of the series. It is then easy to see that if a decreases infinitely, the 
sum of the first finite part remains finite, that is, < a fixed number Q; the 
second < E .£; and the third a 

L IE 
<E ~<-. 

n a ac 
c<na 
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Consequently 

F(x + 200) + F(x - 200) - 2F(x) _ '\:' 4 (sin noo) 2 
. - 200 L..t" 12 200 noo 

< 2 ( Qoo + E (c + ~) ) 
from which the theorem follows. 

Theorem 3 Let band c denote two arbitrary constants with c > b. Let A(X) 
denote a function which is always continuous together with its first derivative 
between band c, is 0 at the boundaries, and for which the second derivative 
does not have infinitely many maxima and minima. Then the integral 

J.1 21C 

F(x) COSJ.1(x - a) A(X) dx, 

is eventually less than any given number, if J.1 grows to infinity. 

If one replaces F(x) by its series expression, then one obtains for 

the series (<p) 

J.1 21C (c + C/x + Ao ~2) COSJ.1(X - a) A(X) dx 

00 21c -L J.12 An cos J.1(x - a) A(X) dx. 
12=1 n b 

Now AncosJ.1(x - a) can clearly be expressed as an aggregate of 

cos(J.1 + n)(x - a), sin(J.1 + n)(x - a), cos(J.1- n)(x - a), sin(J.1- n)(x - a). 

Denote the sum of the first two terms by B M+n, and the sum of the last two 
terms by BM- n. Then AncosJ.1(x - a) = BM+n + BM- n, 
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and, with increasing n, Bf1+ n and become infinitely small, whatever x 

Thus general term of the (<I», 

is equal to 

After two integrations by parts, in which one first considers ,\( x) and then 
N(x) as constant, we obtain 

J12 l c 
J12 l c 

2( )2 B/l+n A"(x) dx + 2( )2 B/l-n ,\"(x) dx, 
n fJ,+n b n fJ,-n b 

since '\(x) and X(x), and hence also the terms standing outside the integral 
sign, will be 0 at the limits. 

It is now easy to convince ourselves that fbc B/l±n ,\"(x) dx becomes in­
finitely small when fJ, grows to infinity, whatever n may be. For this expres­
sion is equal to an aggregate of the integrals 

l C 
cos(fJ, ± n)(x - a) A"(x) dx, l c 

sin(fJ, ± n)(x - a) ,\"(x) dx, 

and if J1 ± n becomes infinitely large, these integrals tend to O. However, 
if fJ, ± n does not become infinitely large because n is infinitely large, their 
coefficients in these expressions are infinitely small. 

Clearly, to prove our theorem it therefore suffices that the sum 

fJ,2 

L (fJ, - n )2n2 

extended over all values of n which satisfy n < -c', c" < n < fJ, - c"', 
Jt + cIV < n, remains finite when J1 becomes infinitely large for any choice 
of quantities c. For, except for the terms for which -c' < n < c", fJ, - c''' < 
n < fJ, + cIV , which clearly become infinitely small and are of finite number, 
the series (<I» clearly remains smaller than the sum multiplied by the largest 
value of fbc B/l±n ,\"(x) dx, which becomes infinitely small. 
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However, if c > 1, the sum 

within the limits above, is smaller than 

taken from 

c' - 1 
-00 to ---

1 J dx 
/1 (1 - x) 2 x2 ' 

c"-l c"'-l 
--- to 1- ---

cIV -1 
1 + to 00. 

/1 

For if we decompose the whole interval from -00 to 00, starting from 0, into 
intervals of length 1//1, and replace the function under the integral sign by 
the smallest value in each interval, we obtain all the terms of the series, since 
this function does not have maxima anywhere between the integration limits. 

If the integration is carried out, we obtain, 

1 J dx 1 (1 1 ) - =- --+--+210gx-210g(l-x) +const., 
/1 x2(I-x)2 /1 x I-x 

and consequently between the above limits a number that does not become 
infinitely large with /1. 

9. 

We use these theorems to determine the following about the representa­
tion of a function by a trigonometric series whose terms tends to ° for each 
value of the argument. 

1. For a periodic function of period 27r to be represented by a trigonometric 
series whose terms eventually become infinitely small for each value of x, there 
must exist a continuous function F(x) for which 

F(x + ex + f3) - F(x + ex - f3) - F(x - ex + f3) + F(x - ex - f3) 
4exf3 

converges to f (x) as ex and f3 become infinitely small with their ratio remain­
ing finite. 
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Furthermore, with increasing j.J, 

i'e F(:r:) cos A(:C) 

must eventually become infinitely small as j.J increases, if A(X) and A'(x) are 
() at the integration limits and always continuous between them, and A"(X) 
does not have infinitely many maxima and minima. 

II. Conversely, if both these conditions are satisfied, then there is a 
trigonometric series in which the coefficients eventually become infinitely 
small and which represents the function, wherever it converges. 

For the proof, determine the numbers G' and Ao so that 

x2 
F(x) - G'x - Ao-

2 

is a periodic function of period 27r, and expand this by Fourier's method into 
a trigonometric series 

Here we let 

1 j1f ( t2) - F(t) - G't - Ao - dt = G, 
27r -1f 2 

Ij1f ( t2) A - F(t) - G't - Ao - cos n(x - t) dt = _--2:. 
7r 2 n 2 

-1f 

Then, by agreement, 

n2j1f ( t2) An = --; -1f F(t) - G't - A0"2 cosn(x - t) dt 

must eventually become infinitely small with increasing n. It follows by 
Theorem 1 of the preceding section that the series 

converges to the function f (x), wherever it converges. 
III. Let b < x < c, and g( t) be a function such that g( t) and g' (t) are 0 

for t = band t = c and are continuous between those values, and such that 
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(/' (t) does not have infinitely many maxima and minima, and, furthermore, 
such that for t = x, g(t) = 1, g'(t) = 0, g"(t) = 0, g"'(t) and lV(t) are finite 
and continuous. Then the difference between the series 

and the integral 
sin 2n±1 (x-t) d2 2 2-1C F(t) s~; g(t) dt 

21f b t 

tends to zero with increasing n. Hence the series 

will converge or not, depending on whether 

2sin¥ (x-t) 
1 l c d . fr3l 

_ F(t) sm 2 

21f b dt2 

approaches a limit with increasing n, or not. 
In fact, 

1 j7r ( t2) n Al + A2 + ... + An = -; -7r F(t) - G't - A0"2 t; _k2 cos k(x - t) dt. 

Since 

~ ~ d2 cos k(x - t) 
2 ~ _k2 cos k(x - t) = 2 ~ dt2 

k=I k=I 

2sin¥ (x-t) 

1 j7r ( t 2 ) d . fr3l Al + A2 + ... + An = - F(t) - G't - Ao - sm 2 dt. 
21f -7r 2 dt2 

Now, by Theorem 3 of the preceding section, 

2sin¥ (x-t) 

1 j7r ( t2 ) d . i:.=!2 - F (t) - G't - Ao - s~ 2 2 .x( t) dt 
21f -7r 2 t 
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tends to ° with infinitely increasing n if A(t) along with its first derivative 
is continuous, A"(t) does not have infinitely many maxima and minima, and 
for t = x, A(t) = 0, X(t) = 0, A"(t) = 0, AII1(t) and ,Xlv (t) are finite and 
continuous. 

Set A(t) equal to 1 outside the boundaries b, c and 1 - O(t) within those 
boundaries, which is clearly allowable. It follows that the difference between 
the series Al + ... + An and the integral 

d2 sin ¥ (x-t) 

J:... r (F(t) - C't - Ao t2
) s~ ;n O(t) dt 

21r Jb 2 t 

to ° with increasing n. We easily see, by integration by parts, that 

2sin¥ (x-t) 

1 r ( I t2 ) d sin ¥ 
21r Jb C t + Ao "2 dt2 O(t) dt, 

converges to Ao when n becomes infinitely large, and we obtain the above 
theorem. 

10. 

It has emerged from the investigation that if the coefficients of the se­
ries n tend to 0, then the convergence of the series for a particular value 
of x depends only on the behavior of the function f (x) in the immediate 
neighborhood of this value. 

Whether the coefficients of the series eventually become infinitely small, 
will in many cases not be decided by their expression as a definite integral, 
but in other ways. One case should be emphasized where the determination 
can be made immediately from the nature of the function. Namely, suppose 
the function f{x) is everywhere finite and integrable. 

In this case, we split the whole interval -1r to 1r into a sequence of pieces 
of length 

(h, 152 , 153 , ••• 

and denote by Dl the greatest fluctuation of the function in the first, by D2 
the greatest fluctuation in the second, and so on. Then 

must become infinitely small when the c:5's become infinitely small together. 
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Consider the integral I::7r f(x) sinn(x - a) dx, which, apart from the 
factor 1/7r, gives the coefficients of the series, or what is the same thing, 
I:+27r f (x) sin n( x - a) Vlfe split this integral beginning at x = a, into 
integrals of range 21T I n. Then each integral contributes to the sum a quan­
tity less than 2/n multiplied by the greatest fluctuation in its interval, and 
their sum is hence smaller than a number, which by assumption must become 
infinitely small with 21T In. 

In fact, these integrals have the form 

a+ 8+1 27f 1 n f(x) sin n(x - a) dx. 
a+"* 27f 

The sine is positive in the first half, and negative in the second. Denoting 
the largest value of f (x) in the interval of integration by M and the smallest 
by m, it is obvious that the integral is bigger if we replace f(x) by M in the 
first half and by m in the second. The integral is smaller if f (x) is replaced 
by m in the first half and M in the second. In the first case we obtain the 
value ~ (M - m); in the other ~ (m - M). Hence the absolute value of the 
integral is smaller than ~ (M - m), and the integral 

l a+27r 
a f (x) sin n (x - a) dx 

is smaller than 

where Ms denotes the largest value of f(x) in the s-th interval and ms the 
smallest. However, if f(x) is integrable, this sum must become infinitely 
small as n goes to infinity, and the lengths of the intervals 21T I n become 
infinitely small. 

In the case under discussion, then, the coefficients of the series become 
infinitely small. 

11. 

We must still examine the case where the terms of the series n eventually 
become infinitely small for an argument value x, without this occurring for 
each value of the argument. This case can be reduced to the previous one. 

246 



H.iernann, Collected Papers 

Namely, adding the terms of equal rank in the series for values x + t and 
:r - t, we obtain the series 

2Ao + 2Al cos t + 2A2 cos 2t + .... 

In this series the terms for each value of t eventually become infinitely small, 
and the previous analysis can be applied. 

For this purpose, denote the value of the infinite series 

I x2 t 2 cos t cos 2t cos 3t 
C +C x +Ao- + Ao- - A1-- - A2 -- - A 3-- - •.• 

2 2 1 4 9 

by G(t), so that wherever the series F(x + t) and F(x - t) converge, 

F(x + t) + F(x - t) = G(t) 
2 . 

We have the following: 

I. If the terms of the series [2 tend to 0 for an argument value x, then 

fl21C G(t) COSfl(t - a) ).(t) dt, 

must eventually become infinitely small with increasing fl, where). is a func­
tion as designated in §9. The value of the integral consists ofthe components 

fl2 cos fl( t-a) ).( t) dt and fl2 cos fl(t-a) ).(t) dt, l c F(x + t) i' c F(x - t) 
b 2 b 2 

provided that these expressions have a value. Hence the integral tends to 0 
because of the behavior of the function F at two places lying symmetrically 
on both sides of x. It should be noted, however, that the positions must be 
situated where each component is not itself infinitely small. For then the 
terms of the series would eventually become infinitely small for each value of 
the argument. Thus the contribution of the positions situated symmetrically 
on both sides of x must cancel in such a way that their sum becomes infinitely 
small for an infinite fl. It follows from this that the series [2 can converge 
only for those values of x at the midpoint of places where 

fl21C F(x) COSfl(X - a) ).(x) dx 
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does not become infinitely small for an infinite /-l. Clearly the number of those 
places must be infinitely large if the trigonometric series whose coefficients 
are not infinitely decreasing is to converge for an infinite number of argument 
values. 

Conversely, 

An = _n2 ~ l1f (G(t) - Ao t;) cosntdt 

and thus An tends to 0 with increasing n, if 

/-l21C G(t) cos /-l(t - a) >..(t) dt 

always becomes infinitely small for infinite /-l. 

II. If the terms of the series n eventually become infinitely small for an 
argument value x, then whether or not the series converges depends only on 
the behavior of the function G(t) for infinitely small t. Indeed, the difference 
between 

Ao +Al + ... +An 

and the integral 
sin~t lib ~. 2t 

_ G(t) ;l~ 2 g(t) dt 
7r 0 t 

tends to 0 with increasing n, where b is a constant, however small, between 
o and 7r, and g(t) denotes a function such that g(t) and g'(t) are everywhere 
continuous and zero for t = b, g" (t) does not have infinitely many maxima 
and minima and for t = 0, g(t) = 1, g'(t) = 0, g"(t) = 0, and glll(t), lV (t) 
are finite and continuous. 

12. 

The conditions for the representation of a function by a trigonometric series 
can certainly be restricted a little further. Hence our examination can be 
extended somewhat further without special hypothesis on the nature of the 
functions. For example, in the last theorem the condition g"(t) = 0 can be 
omitted if in the integral 

sin 2ntl t 
b d2 2 11 . t _ G(t) ;l~ 2 g(t) dt, 

7r 0 t 
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G{t) is replaced by G{t) - G{O). However, nothing essential is gained. 
Therefore we turn to the consideration of particular cases. We will first 

examine a function which does not have infinitely many maxima and minima. 
We seek to give a complete solution for this case, which is possible by the 
work of Dirichlet. 

It is noted above that such a function is everywhere integrable where it is 
not infinite, and clearly that can only occur for a finite number of argument 
values. Also by Dirichlet's proof, in the integral expressions for the nth term 
of the series and for the sum of the first n terms, the contribution from 
all intervals eventually become infinitely small with increasing n, with the 
exception of those where the function becomes infinite and the infinitesimal 
interval enclosing the argument of the series. Further, by Dirichlet's proof, 

l X +b sin 2n+l (x - t) 
f{t) ~ x-t dt 

x smT 

will converge to 7r f{x + 0) as n tends to infinity, if 0 < b < 7r and f{t) is not 
infinite between the integration limits. Indeed nothing more is needed when 
one omits the unnecessary hypothesis that the function is continuous. Hence 
it only remains to examine, for this integral, in which cases the contribution 
of the places where the function becomes infinite tends to 0 with increasing 
n. This investigation is still incomplete. But Dirichlet showed in passing 
that this takes place if the function to be represented is integrable. This 
hypothesis is unnecessary. 

We have seen above that if the terms of the series n tend to zero for each 
value of x, the function F{x) whose second derivative is f{x) must be finite 
and continuous and that 

F{x + a) - 2F{x) + F{x - a) 

always becomes infinitely small with a. Now, if F'{x + t) - F'{x - t) does 
not have infinitely many maxima and minima, then as t tends to zero it must 
converge to a limit L, or become infinitely large. It is clear that likewise, 

!.. fa (F'{x + t) _ F'{x _ t)) dt = F{x + a) - 2F{x) + F{x - a) 
a Jo a 

must converge to L or to infinity and hence can only become infinitely small 
if F'{x + t) - F'{x - t) converges to zero. Therefore f{a + t) + f{a - t) must 
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always be integrable up to t = 0 if f (x) is infinitely large for x = a. This 
suffices for 

cos - a)) 

to converge with decreasing t, and to tend to 0 with increasing n. Further­
more, since F( x) is finite and continuous, then F' (x) can be integrated up to 
x = a and (x - a)F'(x) becomes infinitely small with x - a, if this function 
does not have infinitely many maxima and minima. It follows that 

d(x - d~F'(x) = (x - a)f(x) + F'(x), 

and hence (x-a) f (x), can be integrated up to x = a. Therefore J f (x) sin n( x­
a) dx can be integrated up to x = a. For the coefficients of the series even­
tually to become infinitely small, clearly it is only necessary that 

l C f(x) sin n(x - a) dx, where b < a < c, 

tends to 0 with increasing n. If one sets 

f(x)(x - a) = ¢(x), 

then for an infinite n, if this function does not have infinitely many maxima 
and minima, 

l c . l c ¢( x ) ¢( a + 0) + ¢( a - 0) f(x) sm n(x - a) dx = -- sin n(x - a) dx = 7r , 
b b x-a 2 

as Dirichlet has shown. Therefore 

¢(a + t) + ¢(a - t) = f(a + t)t - f(a - t)t 

must tend to 0 with t. Since 

f(a+t)+f(a-t) 

is integrable up to t = 0 and consequently 

f(a + t)t + f(a - t)t 
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also becomes infinitely small with decreasing t, then f(a + t)t as well as 
f(a - t)t tend to 0 with decreasing t. Apart from the functions which have 
infinitely many and minima, it is necessary and sufficient the 
representation of a function f (1:) by a trigonometric series whose coefficients 
tend to 0, that if f become infinite for x = a, then f(a + t)t and f(a - t)t 
tend to 0 with t and f(a + t) + f(a - t) is integrable up to t = O. 

A function f (t) which does not have infinitely many maxima and min­
ima can be represented only for finitely many values of the argument by a 
trigonometric series whose coefficients do not eventually tend to O. For 

fJ21C F(x) cos fJ(x - a) A(X) dx 

fails to tend to 0 as fJ becomes infinite, at only a finite number of values. 
Hence it is unnecessary to consider this further. 

13. 

Concerning functions with infinitely many maxima and minima, it is 
probably not superfluous to note that there exists such a function f (x), 
everywhere integrable, that cannot be represented by a Fourier series. This 
occurs, for example, if 

d (xv cos ~) 
f(x) = dx ,for 0 :S x :S 2Jr, and 0 < l/ < 1/2. 

For the contribution in the integral J027r f (x) cos n( x - a) dx with increasing 

n of those places where x is close to II is, generally speaking, eventually 

infinitely large, so that the ratio of this integral to 

1 ( Jr) r= 1-2" "2 sin 2yfii - na + 4" v Jrn-4-

converges to 1, as we find by the method just described. In order to generalize 
the the example, and bring out the essence of the matter, let 

J f(x) dx = cp(x) cos'lj;(x) 

and assume that cp( x) is infinitely small for an infinitely small x, and 'lj; (x) 
becomes infinitely large, and elsewhere these functions together with their 
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derivatives are continuous and do not have infinitely many maxima and min­
ima. Then 

f(x) = ¢'(x) cos'ljJ(x) - ¢(x)'ljJ'(x) sin 'ljJ(x) , 

and J f(x) cos n(x - a) dx 

is the sum of the four integrals 

~ J ¢'(x) cos('ljJ(x) ± n(x - a)) dx, 

-~ J ¢(x)'ljJ'(x) sin('ljJ(x) ± n(x - a)) dx. 

Taking 'ljJ(x) positive, we consider the term 

-~ J ¢(x)'ljJ'(x) sin('ljJ(x) + n(x - a)) dx 

and examine in this integral the place where the changes of sign of the sine 
follow one another most slowly. Let 

'ljJ(x) + n(x - a) = y, 

then this occurs where ~ = O. Thus x = a with 

'ljJ'(a) + n = O. 

We therefore examine the behavior of the integral 

l1Q +E 

-2 Q-E ¢(x)'ljJ'(x) sin y dx 

in the case that E becomes infinitely small for an infinite n, and introduce y 
as a variable. Let 

'ljJ(a) + n(a - a) = /3, 

then for sufficiently small E 

(X a)2 
y=/3+'ljJ"(a) + ... 

2 

252 



Riemann, Collected Papers 

and, indeed, 'ljJ" (a) is positive, since 'ljJ( x) tends to +00 as x tends to O. 
Furthermore, 

~~ = 'ljJ"(a) (x - a) = ±J2'ljJ"(a)(y - {J), 

depending on whether x - a > 0 or < 0; and 

110+ E 

-- ¢(x)'ljJ'(x) sin y dx 
2 a-E 

1 (3 (3+1jJII(a)T ¢(a)'ljJ'(a) . dy ( 2) ~"2 i+.p'(a)% -i y'2l/J" (a) ( SIllY..fiF7J) 
= -l1jJII(Q)S; sin + ¢(a)'ljJ'(a) dy 

o (y {J) J2'ljJ"(a) VY. 

Let E decrease with increasing n so that 'ljJ" (a )E2 becomes infinitely large. If 

100 dy 
o sin(y + {J) VY' 

which is known to be sin({J+7r / 4)J7[, is not zero, then disregarding quantities 
of lower order, 

IjQ+E ( 7r) J7[¢(a)'ljJ'(a) 
-- ¢(x)'ljJ'(x) sin('ljJ(x) + n(x - a)) dx = - sin {J + -4 . 

2 Q-E J2'ljJ"(a) 

Hence, if the last quantity does not become infinitely small, its ratio to 

121T 

o j(x) cosn(x - a) dx 

converges to 1 with an infinite increase of n, since the remaining contributions 
become infinitely small. 

Assume that ¢( x) and 'ljJ' (x) are of the same order as powers of x for 
infinitely small x, with ¢(x) of the order of XV and 'ljJ'(x) of the order of 
X-IJ.-l, where we must have v > 0 and f.l 2: O. Then for infinite n, 

¢(a)'ljJ'(a) 

J2'ljJ"(a) 
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has the same order as aV~3 and hence is not infinitely small when (l 2: 2v. 
In general however, if x'lj/(x) or, what is the same thing, if ra~x~ is infinitely 

large for an infinitely small :1:, can be taken so that tends to ° with 
x, while 

¢(x) ¢(x) 7jJ' (::r ) 
¢(x) J2'1j;'/(X) J- 2 ix 1jJ1(X) J-2lim X1jJ~(x) 

will be infinitely large. 
while 

Consequently Ix f(x) dx can be extended to x = 0, 

127'< f ( x ) cos n (x - a) dx 

does not become infinitely small for an infinite n. We see that the increases 
in the integral Ix f (x) dx as x tends to ° cancel out because of the rapid 
changes of sign of the function f (x), although their variation increases very 
rapidly in ratio to the change of x. However, the introduction here of the 
factor cos n(x - a) results in this increase being summable. 

Just as, in the above, the Fourier series does not converge for a function in 
spite of the overall integrability, and the terms themselves eventually become 
infinitely large, it can happen that, despite the overall non-integrability of 
f(x), between each two values of x, no matter how close, there are infinitely 
many values for which the series n converges. 

An example is given by the function defined by the series 

f (nx) 
n 

n=l 

which exists for each rational value of x, where the meaning of (nx) is taken 
as in §6. This can be represented by the trigonometric series 

~I;O-(-l)O 
L ----'-----'- sin 2nx7r, 
n=l 

n7r 

where () runs over the divisors of n. The function is not bounded in any 
interval, no matter how small, and hence is nowhere integrable. 

Another example is obtained if in the series 
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Co, Cll C2, ... are positive numbers which always decrease and tend to 0, while 
2::;=1 Cs becomes infinitely large with n. For if the ratio of .T to 21f is rational 
and in lowest terms has denominator m, then clearly the series converges or 
tends to infinity depending on whether 

rn-l 

L cosn2x, 
n=O 

rn-l 

L sinn2x 
n=O 

are zero or not. Both cases arise, by a well known theorem33 on partitioning 
t.he circle, for infinitely many values of x between any two bounds, no matter 
how close. 

The series n can converge in a range just as large, without the value of 
t.he series / L 1 dAn C +Aox- ---, 

n2 dx 
which one obtains by termwise integration of n, being integrable on any 
interval, however small. 

For example, we expand the expression 

where the logarithms are taken so that they vanish for q = 0, by increasing 
powers of q, and replace q by exi . The imaginary part is a trigonometric 
series whose second derivative with respect to x converges infinitely often on 
any interval, while its first derivative becomes infinite infinitely often. 

In the same range, that is, between any two argument values no matter 
how close, a trigonometric series can also converge infinitely often when its 
coefficients do not tend to 0. A simple example of such a series is given by 
2:~=1 sin( nlx1f), where as usual, 

nl = 1 . 2 . 3 ... n. 

This not only converges for each rational value of x, for which it changes 
into a finite sum, but also for an infinite number of irrationals, of which the 

1 

simplest are sin 1, cos 1, 2/e and their multiples, odd multiples of e, e~e, and 
so on. 

33Disquis. ar. p. 636, §356. (Gauss, Werke, vol. I, p. 442.) 
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XIII. 

The hypotheses on which geometry is based. 

(Koniglichen Gesellschaft der Wissenschaften zu Gottingen, vol. 13.) 

Plan of the investigation. 

It is known that geometry takes for granted the notion of space as well as 
the fundamental first principles used in constructions carried out in space. 
Only nominal definitions are given of these basic concepts, while the essential 
role in determining their properties is played by the axioms. The relation­
ships between the assumptions embodied in these axioms, however, remain 
obscure. It is not clear whether, and if so to what extent, they are necessarily 
linked; or whether, a priori, they are even possible. 

This obscurity has existed from Euclid to Legendre, to name the most 
famous of recent geometers, but neither the mathematicians nor the philoso­
phers who have concerned themselves with this problem have dispelled it. 
The reason for this may well be that the general concept of quantities having 
several dimensions, which incorporates the notions that we use in geometry, 
remains a field in which no work has ever been done. I have accordingly set 
myself as a first task the construction of the concept of a multi-dimensional 
quantity from the general concept of magnitude. It emerges from this study 
that a multi-dimensional object is capable of being measured in different 
ways and that space is only a particular example of the case of a three­
dimensional quantity. It necessarily follows from this that the theorems of 
geometry cannot be deduced from the general notion of magnitude alone, 
but only from those properties which distinguish space from other conceiv­
able three-dimensional entities, and these properties can only be found ex­
perimentally. This raises the problem of seeking out the simplest facts which 
enable us to determine the metric relationships of space--a problem which 
by its very nature can never be completely decided, because there are sev­
eral different systems of "simple facts" which suffice to determine the metric 
relationships of space. The most important of these for our present purposes 
is the system of axioms laid down by Euclid. These, like all facts based 
on observation, are not necessary truths, they have only empirical certainty 
and are indeed hypotheses. We can therefore investigate their probability, 
which is undoubtedly very great within the limits of observation, and from 
there form a judgment as to the admissibility of extending them outside the 
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limits of observation, in the realms of both the immeasurably great and the 
immeasurably small. 

1. 
The notion of an n-dimensional quantity. 

As I try to solve the first of these problems, that of developing the concept 
of multi-dimensional entities, I feel obliged to ask for indulgence on the part of 
my listeners, because I am unused to dealing with matters of a philosophical 
nature where the difficulties reside in the concepts themselves rather than 
in their constructs. Apart from a few brief indications mentioned by Privy 
Councillor Gauss in his second memoir on biquadratic residues published 
in the Gottingenschen gelehrte Anzeigen, in his Jubiliiumschrijt, and some 
philosophical researches of Herbart, there has been no previous work which 
I could use. 

1. 

The idea that an entity has a magnitude is possible only where the entity 
falls under some more general concept which allows its size to be defined in 
a variety of different ways. Depending on whether or not it is possible to 
make the transition from one mode of determination to another in a contin­
uous fashion, the modes of determination constitute a continuous or discrete 
manifold. In the former case, these individual modes of determination are 
called points and in the latter case, the elements of the manifold. Concepts 
whose modes of determination form a discrete manifold are so frequent that 
in all the more highly developed languages it is always possible to find one 
which includes them. Mathematicians were therefore, in the theory of dis­
crete magnitudes, able to regard given things as belonging to the same class, 
without hesitation. On the other hand, occasions which give rise to notions 
whose measurement involves the consideration of continuous manifolds are so 
rarely encountered in everyday life that the location of material objects per­
ceived through the senses, and colors, are perhaps the only simple examples 
of concepts whose modes of determination constitute a multi-dimensional 
manifold. Not until we enter the realm of higher mathematics does the need 
to create and develop such concepts make itself felt. 

Well-defined parts of a manifold, distinguished by some characteristic 
feature or boundary, are called quanta. Their quantitative comparison is 
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made, in the discrete case, by counting, and in the continuous case, by mea­
suring. Measurement is done by superimposing one of the quantities to be 
measured on the other. To measure something, therefore, requires a means 
of transporting one of the quantities which can act as a scale against which 
the other can be compared. If this means is not available, we can compare 
two quantities only when one of them is a part of the other, and even then 
we can only compare greater and lesser; we cannot say by how much. The 
investigation of this case forms a branch of the theory of quantities indepen­
dent of measurement. Here quantities do not exist independently of their 
position in space, and cannot be expressed via an unit but must be regarded 
as regions in a manifold. Such studies have become a necessity in various 
parts of mathematics, notably in the treatment of multi-valued analytic func­
tions. The lack of these studies may well be one of the main reasons why 
Abel's famous theorem and the contributions of Lagrange, Pfaff, and Jacobi 
to the general theory of differential equations have remained unfruitful for so 
long. From this general theory of multi-dimensional entities, in which noth­
ing more is assumed than is inherent in its axiomatic definition, it will suffice 
for our present purpose to emphasize two points. The first concerns the cre­
ation of the concept of a multi-dimensional manifold. The second relates to 
the reduction of the determination of position within a given manifold to 
quantitative determinations, and will make clear the essential character of 
an n-dimensional entity. 

2. 

If, in a concept whose modes of determination constitute a continuous 
manifold, we pass from one mode of determination to another in a well­
defined manner, then the modes of determination utilized form a simply­
extended manifold whose essential feature is that a continuous progression 
from one point to the next is possible in only two different directions, forwards 
or backwards. Now imagine that this manifold is moved into a completely 
different one, again in a well-defined manner (that is, in such a way that each 
point of the one is transformed into a well-defined point of the other). Then 
the various modes of determination so obtained constitute a two-dimensional 
manifold. In a similar fashion we obtain a three-dimensional manifold if we 
imagine a two-dimensional manifold moving into a completely different one 
by some specified transformation; and it is easy to see how this process can 
be extended. If, instead of taking the notion of a quantity that can be 
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determined, we treat the conceived object as the variable, then we could 
describe this construction as the composition of a variety of n + 1 dimensions 
from a variety of n dimensions and a one-dimensional variety. 

3. 

I shall now show how, conversely, a variety in a given domain can be 
broken down into a variety of fewer dimensions and a one-dimensional vari­
ety. For this purpose, let us visualize a variable segment of a one-dimensional 
manifold (measured from a fixed point, so that the lengths of these variable 
segments can all be compared one to another) and suppose that the points of 
this given manifold each have a well-defined associated value which varies in 
a continuous fashion. In other words, we assume that a continuous function 
of position within the manifold has been defined; in fact, a function which is 
never constant along any part of this manifold. Every set of points for which 
the function has a constant value then defines a continuous manifold which 
has a smaller number of dimensions than the given manifold. Whenever the 
function changes, so does this corresponding manifold and in a continuous 
manner. Thus we can assume that from one of these manifolds all the others 
can be derived continuously, and, generally speaking, the correspondence will 
be such that every point of one manifold is transformed into a definite point 
of the other. There are exceptions to this general rule, which need careful 
investigation, but we may ignore these for the present. By this means the 
determination of position in the given manifold is reduced to the determina­
tion of a parameter and the determination of position in a manifold of lesser 
dimensions. It is now easy to show that this latter manifold must be one of 
n - 1 dimensions, when the given manifold has n dimensions. By repeat­
ing the process n times, the determination of position in an n-dimensional 
manifold can be reduced to n quantitative determinations. Accordingly, the 
determination of the position of an element in a given manifold, when this is 
possible, can be reduced to the determination of a finite number of quantities. 
There are also manifolds in which the determination of position requires not 
merely a finite number of quantitative determinations but rather an infinite 
series or even a continuous manifold of them. Such manifolds are, for exam­
ple, the possible determinations of a function in a given domain, the possible 
shapes of a figure in space, and so on. 
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II. 
Metric relationships which can exist in a manifold of n 

dimensions, on the assumption that the lines have a length which 
is independent of their situation, so that every line can be 

measured by every other line. 

After having constructed the concept of an n-dimensional variety, and 
having found as its essential characteristic that defining the position of its 
elements can be reduced to the determination of n quantities, we turn to 
the second of the problems posed earlier. This is the study of the metric 
relationships which can hold in such a manifold and the conditions which 
suffice to determine these relations. These metric relations can only be stud­
ied by using symbols representing abstract quantities and representing their 
dependence by means of formulae. Under certain hypotheses, however, the 
relationships can be broken down into simpler relations which can be indi­
vidually interpreted geometrically, so that the result of the calculation can 
be expressed in geometric language. In order to remain on term firma we 
cannot avoid working with abstract formulae, but the results of the inves­
tigation can be expressed in a geometric form. The foundations for these 
two aspects of the question were laid down by Privy Councillor Gauss in his 
celebrated memoir on curved surfaces. 

1. 

Measurement requires that the measure of the entities being measured 
must be independent of their location, and this can be the case in more than 
one way. The assumption which first suggests itself, and which I intend to 
pursue here, is that the length of lines is independent of their position, so 
that every line can be measured by comparing it with any other line. If the 
determination of the position of a point in a given n-dimensional manifold is 
reduced to the determination of n variables Xl, X2, X3,' .. ,Xn , then a line may 
be defined by the statement that the quantities X are given functions of a 
single variable. The problem then is to find a mathematical expression for the 
length of a line, and for this purpose we need to consider the quantities X as 
expressible in terms of units. I shall handle this problem only under certain 
restrictions, and confine myself in the first place to lines in which the relations 
between the quantities dx-the associated variations of the variables x-vary 
in continuous fashion. We can then visualize the line as being divided up into 
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elements, within which the ratios of the increments dx can be regarded as 
constant, and the problem reduces to finding a general expression for line 
element starting from a given point, which will involve the variables x as 
well as the variables dx. Secondly, I shall assume that the length of the line 
element, disregarding quantities of the second order of magnitude, remains 
unchanged if all its points undergo the same infinitesimal displacement. This 
assumption implies that if all the variables dx are proportionally increased 
in size, the line element will increase in the same proportion. Under these 
assumptions, the line element could be an arbitrary homogeneous function of 
the first degree in the variables dx, that remains unaltered by changing the 
sign of all dx, and such that the arbitrary constants are continuous functions 
of the variables x. In order to find the simplest cases, I first seek an expression 
for the (n - 1 )-dimensional manifolds which are everywhere equidistant from 
the point of origin of the line element; that is, I look for a continuous function 
of position which can be used to distinguish one such manifold from another. 
This function will have the property that it either continually decreases or 
else continually increases as we move away from the origin in any direction. 
I shall suppose that it increases in every direction, so that it has a minimum 
at the origin. It must then, if its first and second derivatives are finite, 
be a function whose first derivative vanishes and whose second derivative is 
never negative. I shall suppose that it is always positive. This differential 
expression of the second order therefore remains constant when ds remains 
constant and increases in the same proportion as the square of dx if the 
variables dx and hence ds are all increased proportionately. Thus the function 
can be written as const. ds2 , and consequently ds is the square root of an 
everywhere positive quadratic form in the variables dx whose coefficients are 
continuous functions of the variables x. For space, when the position of a 
point is expressed in rectangular coordinates, we have 

Thus space falls under this simplest case. The next simplest case would 
comprise manifolds in which the line element can be expressed by the fourth 
root of a quartic differential expression. The study of this more general class 
would not, it is true, require any essentially new principles, but would be 
time-consuming and probably throw relatively little new light on the theory 
of space, particularly since the results would not lend themselves to geomet­
ric form. I therefore restrict myself to manifolds in which the line element is 
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expressed as the square root of a quadratic differential expression. Such an 
expression can be transformed into a similar one by substituting, for the n 
independent variables, functions of n new independent variables. Not every 
such expression, however, can be transformed into any other in this way; for 
clearly the expression contains n( n + 1) /2 coefficients which are arbitrary 
functions of the independent variables. By introducing n new variables, we 
can only satisfy n different relations and thus can only make n of the coeffi­
cients assume specified values. The other n(n - 1)/2 coefficients are already 
completely determined by the nature of the manifold to be represented, and 
to define its metric properties n( n - 1)/2 functions of position are required. 
The manifolds in which, as in the plane and in space, the line element can be 
expressed in the form JE(dx)2 thus constitute a special case of the mani­
folds under investigation here. They merit a special name, and I designate 
those manifolds in which the square of the infinitesimal line element can be 
brought into the form of a sum of the squares of the individual differentials 
as fiat. In order to review the essential differences between the diverse fiat 
manifolds, we need to put aside differences which arise from the particular 
mode of representation. This will be achieved by choosing the variables in 
accordance with a certain principle. 

2. 

To this end, imagine that given an arbitrary point of the manifold, a 
system of shortest lines be constructed emanating from this origin. The 
position of an indeterminate point will then be defined by the initial direction 
of the particular shortest line on which it lies, and its distance from the origin 
measured along this shortest line. This position can therefore be expressed 
by the ratios of the quantities dxo, that is, the initial values of dx at the origin 
of this shortest line, and the length 8 of the line. We now introduce, instead 
of dxo, new linear expressions formed from them, dO'., such that the initial 
value of the square of the line element is equal to the sum of the squares of 
the dO'.. The independent variables are now: the length 8, and the ratios of 
the dO'.. Finally we replace the dO'. by quantities Xl, X2, .. . xn , proportional 
to them, which have 8 2 as the sum of their squares. If we introduce these 
quantities as the new variables, then for infinitely small values of X, the square 
of the line element will be E(dx)2, but the term of the next higher order 
of magnitude in the expression will be a quadratic form in the n( n - 1)/2 
quantities Xldx2 - X2dxI, Xldx3 - X3dxI, .. . , that is, an infinitesimal of the 
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fourth dimension. Thus we obtain a finite number if this expression is divided 
by the square of the area of the infinitesimal triangle at whose vertices the 
values of the variables are (0,0,0, ... ), (XllX2,X3, ... ) and (dXI,dx2,d,x3," .). 
This number remains unchanged as long as the quantities x and the quantities 
dx are contained in the same binary linear forms, or in other words, as long as 
the shortest line from (0,0,0, ... ) to (Xl, X2, X3,"') and the shortest line from 
(0,0,0, ... ) to (dXll dX2, dX3, ... ) remain in the same surface element, and 
thus the number depends only on the position and orientation of this element. 
Its value will obviously be zero when the manifold is flat, that is, when the the 
square of the infinitesimal line element is reducible to the form 2:(dX)2, and 
can therefore be regarded as a measure of the departure from flatness of the 
manifold at the point in question in the surface-direction concerned. When 
multiplied by -3/4, it is equal to the quantity called by Privy Councillor 
Gauss the curvature [K rUmmungsmass] of the surface. To determine the 
metric relations in an n-dimensional manifold susceptible of representation in 
the assumed form, we found earlier that n( n -1) /2 functions of position were 
needed. If, therefore, the curvature at each point is specified for each of n( n-
1) /2 surface-directions, then all the metric relations in the manifold can be 
deduced, unless there are some identical relations between the specified values 
which, generally speaking, will not be the case. The metric relationships 
of those manifolds in which the line element is represented by the square 
root of a quadratic differential expression can thus be expressed in a form 
which is completely independent of the variables. An entirely analogous 
method can be employed to achieve the same goal in the case of manifolds 
in which the line element has a less simple form, for example, the fourth 
root of a quartic differential expression. Generally speaking, the line element 
would then no longer be capable of being expressed as the square root of 
a sum of squares of differential expressions. Consequently in the expression 
for the square of the line element, the departure from flatness would be 
an infinitesimal quantity of degree 2, rather than degree 4, as in the case 
previously considered. This characteristic property of the latter manifolds 
might well be called planarity in the smallest paris. For our present purposes, 
the most important property of the manifolds which we have considered so 
far, and indeed the main motivation for this investigation, is that the metric 
relationships in 2-dimensional manifolds can be interpreted geometrically 
by surfaces, and those in higher dimensional manifolds can be reduced to 
relations in the surfaces which are contained in them. This calls for a brief 
further explanation. 
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3. 

In apprehending the concept of a surface, besides the intrinsic properties 
which yield the lengths of paths in the surface, there are extrinsic properties 
which concern the positions of the points in the surface in relation to points 
outside it. We can, however, abstract these latter properties by considering 
at the same time as the given surface all those surfaces into which it can be 
moved by a transformation which leaves unaltered the lengths of lines lying 
wholly within the surface, and regarding such surfaces as equivalent. We 
think of such surfaces as being derived by bending but not stretching. The 
surface of a cone or a cylinder are examples of surfaces which are equiva­
lent to a plane. For they can be formed from a plane merely by bending, 
which does not alter metric relationships within the surface, and the results 
of planimetry remain valid. The situation is essentially different in the case 
of the surface of a sphere, as it cannot be transformed into a plane surface 
without stretching. From the foregoing investigations, it is clear that in a 
2-dimensional manifold, where, as is the case with surfaces, the line element 
is the square root of a quadratic differential expression, the intrinsic metric 
relationships at each point are characterized by the curvature. This number 
has a simple intuitive interpretation in the case of surfaces; it is the product 
of the two principal curvatures of the surface at the point. Alternatively, the 
product of this number by the area of an infinitesimal triangle whose sides 
are lines of shortest length in the surface is half the excess of the sum of its 
angles over two right angles. The first definition assumes the theorem that 
the product of the two principal radii of curvature at any point on a surface 
remains unaltered by a mere bending operation. The second definition as­
sumes that at this point the total angle, less 7f, of an infinitesimal triangle is 
proportional to its area. In order to obtain an easily grasped interpretation 
of the curvature in the case of an n-dimensional manifold for a given point 
and a given surface direction, we begin from the idea that a shortest line 
emanating from the given point is fully determined by its initial direction. 
With the help of this notion, a well-defined surface is obtained when all the 
lines emanating from the given point, in every possible initial direction (and 
lying within the given infinitesimal surface element), are prolonged into lines 
of shortest length. The surface formed in this way has at each point a definite 
curvature which is the curvature of the n-dimensional manifold at the point 
in question and in the given surface direction. 
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4. 

Before applying the foregoing to space, it will be necessary to consider a 
few matters concerning fiat manifolds general, that is, manifolds in which 
the square of the line element is expressible as the sum of squares of complete 
differentials. 

In a fiat n-dimensional manifold, the curvature at every point and in ev­
ery direction is zero. In accordance with our earlier investigations, in order 
to specify the metric relations, it suffices to know that at every point of the 
surface, the curvature is zero in n(n-l)/2 different surface directions (whose 
curvatures are independent). The manifolds whose curvature is everywhere 
zero can be regarded as a particular case of those whose curvature is every­
where constant. Manifolds with constant curvature can also be characterized 
by the property that geometric figures within the variety concerned can be 
freely moved around without stretching. For it is obvious that figures within 
the variety could not be translated and rotated unless the curvature at each 
point of the surface and in each direction were the same. On the other hand, 
the curvature completely determines the metric relations of the manifold, so 
that all the metric relations within a manifold with constant curvature at 
every point and in every direction are completely defined by this constant 
and are the same at each point in all directions. As the same constructions 
can be carried out in each direction starting from a given point, the figure 
can be moved so that it occupies an arbitrary position in the manifold. The 
metric relations of these manifolds depend only on the value of the curvature. 
As far as their analytical expression is concerned, it may be noted that the 
expression for the line element can be given the form 

where 0: is the curvature. 

5. 

To elucidate the foregoing in a geometric context, the case of surfaces 
with constant curvature may serve as an example. It is easily seen that the 
surfaces with a constant positive curvature can always be applied without 
stretching on the surface of a sphere whose radius is the reciprocal of the 
square root of the curvature. However, in order to embrace the whole class 
of surfaces of constant curvature, let us give to one of them the shape of a 
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sphere, and to the others the shape of the surface of a solid of revolution, 
touching the sphere along its equator. The surfaces whose curvature exceeds 
that of the sphere will then be in contact with the sphere on the inside, and 
in the neighborhood of the line of contact will have a shape similar to the 
external surface of a torus at the points furthest from its axis. They could 
be applied along zones of a sphere of smaller radius, but would cover these 
zones more than once. The surfaces with a smaller positive curvature can be 
obtained by cutting out of the surface of a sphere of larger radius, a piece 
of surface bounded by two halves of great circles, and fitting together the 
lines of the cuts. The surface of zero curvature is the curved surface of a 
circular cylinder whose base is the equator of the sphere. The surfaces with 
a negative constant curvature will touch the cylinder externally and have a 
shape similar to the surface of a torus nearest the axis. If we regard all these 
surfaces as regions in which a piece of surface can be moved around from one 
position to another, in the same way as space is a region in which rigid bodies 
can be moved from one position to another, then in all these surfaces, the 
pieces of surface are freely mobile without stretching. The surfaces of positive 
curvature can moreover always be given a form such that the movable surface 
elements can be moved arbitrary without undergoing any bending, and this 
form will be that of a sphere. This will no longer be possible for surfaces 
of negative constant curvature. In addition to this independence of surface 
elements from position, there is, in the case of surfaces of zero curvature, 
an independence of orientation from position which does not hold for other 
surfaces. 

III. 
Application to space. 

1. 

After this investigation into the determination of the metric relations 
between n-dimensional entities, it is now possible to indicate a set of nec­
essary and sufficient conditions for the determination of these relations in 
space. We make the hypotheses that the lengths of lines are independent of 
position, and that the length of the infinitesimal line element is expressible 
as the square root of a quadratic differential expression, so that flatness in 
the smallest parts is assumed. 
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Now in the first place, this property can be expressed by saying that the 
curvature at any point in different surface directions is zero. The metric 
relations in the space are, in particular, fully determined if sum of the 
angles of a triangle is always equal to two right-angles. 

If, secondly, we assume, as did Euclid, an existence not only of line seg­
ments whose lengths are independent of their position in space but also of 
solids whose dimensions are likewise independent of their position in space, it 
follows that the curvature is everywhere constant, and the sum of the internal 
angles of a triangle is determined by its value for any given triangle. 

Lastly, we could, instead of assuming that the length of line segments 
is independent of their position and direction, assume that their length and 
direction is independent of their position. If we adopt this point of view, 
changes of position or differences in position are expressions in three inde­
pendent units. 

2. 

In the course of our presentation we have taken care to separate the 
topological relations [A usdehnungs- oder Gebietsverhiiltnisse] from the met­
ric relations. We found that different measurement systems are conceivable 
for one and the same topological structure, and we have sought to find a 
simple system of measurements which allows all the metric relations in this 
space to be fully determined and all metric theorems applying to this space 
to be deduced as a necessary consequence. It now only remains to discuss 
the question of whether and to what extent the assumptions which we have 
made are confirmed by experience. In this connection there is an essential 
difference between topological and metric relations. The various possible 
cases of the former constitute a discrete manifold where the facts revealed by 
experience can be expressed by statements of whose truth one can never be 
certain but which are at least not inexact. However, the latter relations form 
a continuous manifold where the measurements revealed by experience must 
necessarily be inexact, no matter how great the probability of the measure­
ment being correct. This circumstance becomes important when empirical 
determinations based on experimental observations are extrapolated outside 
the limits of observation, to the regions of the immeasurably large and the 
immeasurably small. It is obvious that within the limits of observation the 
measurements in the latter case become less and less precise, but not in the 
former case. 
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When we extend constructions in space to the immeasurably large, a 
distinction has to be made between the unlimited and the infinite; the first 
applies to relations of a topological nature, the second to metric relations. 
That space is an unlimited three-dimensional manifold is a hypothesis that 
is applied in all our conceptions of the external world, at all times allowing 
us to complete our perception of the universe by extending the domain of 
which we are truly aware, and to construct the possible positions of some 
particular object. It is a hypothesis which is constantly being verified in its 
applications. The property of the unboundedness of space possesses therefore 
a greater empirical certainty than any other fact established by observation. 
However, the infiniteness of space does not in any way follow from this. On 
the contrary, if one assumes that the size of solid bodies does not depend 
on their position, and in consequence ascribes to space a constant curvature, 
then space is necessarily finite, whenever this constant is positive, no matter 
how small. If we were to extend the infinitesimal line elements in each initial 
direction in an element of surface into line segments along paths of shortest 
length, the lines would lie in an unbounded surface of constant curvature. 
This surface in a flat three-dimensional manifold would take the form of a 
sphere, so that it would be finite. 

3. 

Questions relating to immeasurably large quantities have no relevance to 
the elucidation of natural phenomena. Questions relating to the immeasur­
ably small are, however, another matter. The degree of accuracy with which 
we can pursue phenomena toward the infinitely small has a profound effect 
on our knowledge of the causal relationships between them. The advances 
during the last few centuries in our knowledge of the mechanism of Nature 
have been almost entirely due to the accuracy of the models which have been 
constructed, following the discovery of infinitesimal analysis, and the simple 
basic concepts found by Archimedes, Galileo, and Newton, which are used 
in present-day physics. In those natural sciences where the simple concepts 
needed to construct such models are not yet available, we try to extend the 
examination of phenomena into ever smaller regions of space as far as the use 
of the microscope permits, in order to understand the causal relationships 
involved. Hence questions about metric relations of space concerning the 
immeasurably small are not superfluous. 

If we assume that bodies have a size independent of their position, the 
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curvature is everywhere constant, and it follows from astronomical measure­
ments that it cannot be other than zero. At any the reciprocal of the 
curvature would correspond to a surface compared with whose radius the 
range of our present telescopes would be negligibly small. If, however, the 
independence of the size of bodies from their position is not assumed, no de­
duction can be made as to the metric relations in the small from those in the 
large. At every point in space the curvature in three directions could have 
arbitrary values, provided that the curvature of every measurable portion of 
space did not differ markedly from zero. Even more complicated relationships 
could obtain if we suppose that the line element cannot be represented as the 
square root of a quadratic differential expression. Now it seems that the em­
pirical concepts on which the metric determination of extent are based, the 
concept of a rigid body, and the concept of a light ray, cease to be meaning­
ful in the realm of the infinitely small. It is therefore quite conceivable that 
metric relations in the infinitesimal domain do not obey the usual axioms of 
geometry, and we ought to modify our assumptions accordingly, if thereby 
observed phenomena can be explained more simply. 

The question of the validity of the axioms of geometry in the infinitely 
small is bound up with the fundamentals of metric relations in space. The 
latter question can be regarded as belonging to the theory of abstract spaces, 
and the remark made earlier applies. In any discrete manifold, the principle 
used for the measurement of the size is already present in the definition of 
the manifold; but where the variety is continuous, this principle must come 
from somewhere else. Accordingly, either the physical reality on which space 
is founded must be a discrete variety, or else the foundation of its metric 
relations must be sought from some outside source in the forces which bind 
together its elements. 

The answer to these questions can be found only by starting from the 
existing theories, whose foundations were laid by Newton and which were 
derived from a study of phenomena. These theories and concepts must then 
be gradually modified whenever facts are encountered which cannot be ex­
plained on the existing basis. Investigations such as the present one, which 
proceed from concepts of a general nature, can only be helpful in prevent­
ing this work from being hindered by too narrow a view of the possibilities, 
so that advances in our understanding of the universe are not hampered by 
traditional prejudices. 

This takes us into the realm of another science-physics-which the na­
ture of today's occasion does not allow us to explore. 
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L The notion of an n-dimensional quantity.l .......................................... . 

§l. Continuous and discrete manifolds. Defined parts of a manifold are called quanta. 
Division of the theory of continuous quantities into a study of 

1) purely topological relations where no assumption is made that quantities are 
independent of position. 

2) metric relations, where such an assumption has to be made. . ................ . 

§2. Construction of the notion of a I-dimensional, 2-dimensional, ... ,n-dimensional man-
ifold. . ........................................................................... . 

§3. Reduction of the determination of position in a given manifold to quantitative deter-
minations. Characterization of an n-dimensional manifold. . ...................... . 

II. Metric relations which can exist in a manifold of n dimensions, on the assumption 
that its lines have a length which is independent of their situation, so that every line can 
be measured by every other line.2 ..................................................... . 

§l. Expression for a line element. Manifolds in which the length of the line element can 
be expressed as the square root of a sum of squares of complete differentials may be 
regarded as flat. ................................................................. . 

§2. Investigation of n-dimensional manifolds in which the length of the line element can 
be expressed as the square root of a quadratic differential expression. The measure 
of its departure from flatness (curvature) at a given point and in a given surface 
direction. To determine the metric relationships which hold within the manifold, it 
is necessary and sufficient (subject to certain limitations) that the curvature be given 
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1 Article I serves equally as a preface for contributions to analysis situs. 
2The investigation into the possible metric relations of an n-dimensional manifold is 

very far from complete, but probably sufficient for our present purposes. 
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XIV. 

A contribution to electrodynamics. 

(Poggendorff's Annalen der Physik 'Und Chcrnie, vol. 131.) 

I take the liberty of communicating a remark to the Royal Society that 
brings the theory of electricity and magnetism into a closer connection with 
that of light and radiant heat. I have found that the electrodynamic influ­
ence of galvanic currents may be explained if we suppose that the influence 
of one electrical mass on another is not instantaneous. Rather, it propagates 
towards it with a constant velocity (equal to the velocity of light within the 
limits of observational error). With this hypothesis, the differential equa­
tion for the propagation of electrical force will be the same as that for the 
propagation of light and radiant heat. 

Let Sand S' be two conductors, through which constant galvanic currents 
flow, that are not in relative motion. Let E be a particle of electrical mass in 
the conductor S whose position at time t is (x, y, z), E' an electrical particle 
of S' with position (x', y', z') at time t'. Now consider the motion of the 
electrical particles with opposing effect for positive and negative electricity 
in each small portion of the conductor. I assume that these motions are 
distributed at any given instant so that the sums 

L Ef (x, y, z), L E' f (x' , y', z'), 

taken over all particles of the conductor, are negligible compared to the 
corresponding sums taken over either positive or negative particles, provided 
that f and its partial derivatives are continuous. 

This hypothesis can be fulfilled in a variety of ways. For example, suppose 
the conductor is crystalline in the smallest parts. Relative to these parts, the 
distribution of electricity repeats periodically at definite distances infinitely 
small compared to the dimensions of the conductor. Denoting by {3 the 
length of such a period, each sum becomes infinitely small like c{3n if f and 
its partial derivatives up to order n - 1 are continuous, and like e-c/{3 if all 
these derivatives are continuous. 
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Empirical law of electrodynamic influences. 

Let the specific current intensities per unit mass at t at the point 
, y, ,parallel to the three axes, U, v, w, and at the point (Xl, y', z') 

be (u', , Wi). Denote by r the distance between these points, and by c the 
constant determined by Kohlrausch and Weber. Empirically, the potential 
of the forces of S acting on S' is 

_~ 11 UU' + v~' + WW' dSdS'; 

the integral is taken over all elements dS and dS' ofthe conductors Sand S'. 
We introduce the product of the velocities with specific densities in place of 
the specific current intensities, and then take the product of these with the 
masses contained in the volume elements. The expression becomes 

if the variation of r2 during time dt' arising from the motion of E is denoted 
by d, and that from the motion of E' by d'. 

On neglecting 

dt 
which vanishes via the summation over E, this expression becomes 

On adding 

dt 
which vanishes via the summation over E', this is transformed into 
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Derivation of this law from the new theory. 

With the previous assumptions on electrostatic influence, the poten-
tial function of arbitrarily distributed electrical masses having density p at 
the point (.1:, y, z) is determined by the condition 

We have the further condition that U is continuous and is constant at infinite 
distance from the masses exerting influence. A particular integral of the 
equation 

32U 32U 32U 
3x2 + 3y2 + 3z2 = 0, 

continuous except at the points (x', y', z'), is 

f(t) 
r 

This function forms the potential function arising from the point (x', y', Zl) 
if the quantity located there at time t is - f (t). 

Instead of this, I assume that the potential function is determined by the 
condition 

32U 2 (32U 32U 32U) 2 
3t2 - a 3x2 + 3y2 + 3x2 + a 47r p = o. 

Thus the potential function arising from the point (x', y', Zl) is 

r 

if the quantity - f(t) is found there at time t. 
We denote the coordinates of the quantity E at time t by Xt, Yt, Zt and 

those of E' at time t' by x~" y~, , z~,. For brevity, let 

(( ')2 ( ')2 ( 1)2)_1 1 (') 
Xt - xt' + Yt - Yt' + Zt - Zt' 2 = r(t, t') = f t, t . 

With this hypothesis the potential of E on E' at time t is 

-EE'F (t - :' t) . 
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The potential of the totality of forces from the masses E of the conductor 
S, acting on the masses E' conductor S' from time 0 up to time t, will 
then be 

P=-ltLLEEIF(t-;1T)dT' 

the sums being taken over all masses of both conductors. 
The motion is opposite for opposing electrical charges in each small por­

tion of the conductor. Hence the function f(i, i'), on differentiation with 
respect to i, undergoes a sign change with E, and, on differentiation with 
respect to i', a sign change with E'. By our hypothesis on the distribution of 
electricity, the quantity 

~ 'F(n)( ) L....t EE n' T, T , 

taken over all electrical masses, will be infinitely small compared to the cor­
responding sum over electrical masses of one type if n, n' are both odd. Here 
differentiation with respect to i is denoted by an upper accent, with a lower 
accent for i'. 

We now suppose that the electrical masses travel only a very small dis­
tance during the propagation of force from one conductor to the other. Con­
sider the influence during a time interval relative to which the time of prop­
agation vanishes. In the expression for P, we can begin by replacing 

F(T- :'T) 

by 

f(T - !..., T) - f(T, T) = - rf; F'(T - (J, T)d(J. 
a Jo 

For 2:.EE'f(T,T) may be neglected. We obtain 

P = it dT L L EE' iT/ex F'(T - (J, T)d(J. 

If we now interchange the order of integration and substitute T + (J for T, 

P = L LEE' iT/ex d(J [ta-a dTF'(T,T + (J). 

If we transform the limits of the inner integral into 0 and i, then at the 
upper limit the expression 

H(i) = L LEE' if; d(J [: dTF'(i + T, t + T + (J) 
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is added; at the lower limit, the value of this expression for t = 0 is subtracted. 
Thus we 

p = it dT I:: I:: fE' i~ daFI T + a) - H(t) + H(O). 

In this expression, we may replace F' (T, T + a) by F' (T, T + a) - F' (T, T), 
since 

I:: I:: fE' : F' ( T, T) 

may be neglected. In this way we obtain as a factor of ue' an expression 
which changes sign with both E and E', in such a way that the terms do 
not cancel each other out on summation, while infinitely small fractions of 
the individual terms may be neglected. If we now replace F'(T, T + a) by 
F'(T, T + a) - F'(T, T), since 

I:: I:: fE' ~F'(T, T) 

may be neglected. In this way we obtain as a factor of EE' an expression 
which changes sign with both E and E', in such a way that the terms do not 
cancel each other out on summation, while infinitely small fractions of the 
individual terms may be neglected. If we now replace 

add' (l) 
F'(T, T + a) - F'(T, T) by dT2 r , 

and integrate with respect to a, this yields 

t 2 dd' e) 
p = Jo I:: I:: EE' ;a2 dTI dT - H(t) + H(O) 

up to a negligible quantity. 
It is easy to see that H (t) and H (0) may be neglected. For 

, d (1) d2 U) dd' U) 
F (t + T, t + T + a) = dt -:;: + ---;]j2 T + dt2 (T + a) + ... , 

so that 
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However, only the first term of the factor of Ef' in this expression is of the 
same order of magnitude as the first term of P, will be negligible in 
comparison on account of the summation over f'. 

The value of P that emerges from our theory coincides with the empirical 
quantity 

if we take 002 = ~C2. 
The value determined by Weber and Kohlrausch is 

c = 439450.106 millimeters per second, 

giving 41949 nautical miles per second for 00. The velocity of light found by 
Busch from Bradley's aberration observations is 41994 miles per second, and 
Fizeau's value found via direct measurement is 41882 miles per second. 
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xv. 

proof of the theorem that a single-valued periodic function of n 
variables cannot be more than 2n-fold periodic. 

(Extract from a letter from Riemann to Weierstrass.) 

(BoTchar'dt's Jo'umal fUT Teine und angewandte Mathematik, vol. 71.) 

... I feel that I probably did not make myself quite clear in our conver­
sation about the proof of the proposition, to which you have recently lent 
your support, that the existence of periodic functions of n variables that are 
more than 2n-fold periodic is an impossibility. As I mentioned only briefly 
the basic underlying ideas, I should like to return to the subject here. 

Let f be a 2n-fold periodic function of n variables Xl, X2, ... ,Xn , and--if 
I may use my terminology, with which you are familiar---Iet the modulus of 
periodicity of Xv for the f1-th period be a~. It is then known that the variables 
X can be expressed in the form I 

2n 

Xv = L a~f,Jl (1/= 1,2, ... ,n) 
Jl=l 

in such a way that the quantities f, are real. 
Suppose now that the variables f, run through all real values between a 

and 1, with the exception of one of these two limits. Then the resulting region 
of 2n-dimensional quantities has the property that every set of values of the 
n variables is congruent, with respect to the 2n systems of moduli, to one 
and only one set of values lying within this region. In order to express myself 
more concisely later, I shall call this region the peTiodic TecuTTing Tegion for 
these 2n systems of moduli. 

Suppose now that the function has a (2n + 1)-th system of moduli, which 
is not a combination of the first 2n systems of moduli. Any of the points 
[GTossensysteme] congruent modulo this system of moduli can be reduced to 
a congruent point, modulo the first 2n systems, in this region. Clearly we 
obtain arbitrarily many points in this region, congruent modulo the 2n + 1 
systems, provided two points congruent modulo the (2n + 1)-th system are 

IThis is not always the case, but only when the 2n equations which determine the 
quantities ~ are independent of each other. The exceptions are easily handled. 
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not also congruent modulo the first 271, systems. In that case there would 
have to be equations of the form 

2n+l 

L a~rnp, = 0 
p,=l 

between the 2n + 1 systems in which the numbers rn are integers, and conse­
quently, as I shall show later, the (2n + 1)-th system would be a combination 
of the first 2n systems of moduli. 

For each of the quantities ~, we divide the interval from ° to 1 into q 

equal parts, so that the periodic recurring region for the first 2n systems 
of moduli breaks up into q2n regions, each of which the quantities ~ vary 
only up to ~. Clearly any set of more than q2n points in the larger region 
which are congruent with respect to the (2n+ 1)-th system must contain two 
points in one of the smaller subregions, so that the values of the quantities ~ 
corresponding to these two points never differ by more than 1. The value of 

q 
the function therefore remains unchanged, while the ~ are varied by amounts 
which do not exceed 1, and it follows from this-since q can be chosen to be q 

arbitrarily large--that the function (if it is continuous) is a function of fewer 
than n linear expressions in the quantities x. 

It remains to be shown that 2n + 1 systems of moduli, connected by the 
n equations 

2n+l 

L a~rnp, = 0, 
p,=l 

are combinations of 2n systems of moduli. 
Firstly, it can easily be shown that if for one system of moduli we have 

2n 

La~rnp, = br, 
Jl,=l 

where the rn are integers without common factor, then we can always find 
2n - 1 other systems of moduli b2 , b3 , ... ,b2n , such that congruence with 
respect to the systems is equivalent to congruence with respect to the systems 
b. Let ()l be the greatest common divisor of rnl and rn2 and let Ct, f3 be two 
integers satisfying the equation 
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If we now put 

and 

then we have 

l/ {3 l/ m2 bl/ l/ l/ ml bl/ 
a 1 = C1 - e; 2n' a 2 = -etCI + e; 2n· 

The systems of moduli al and a2 are therefore conversely combinations of 
the systems b2n and CI, and congruence with respect to either system has the 
same meaning. Thus one can substitute the systems of moduli CI and b2n 

for the systems of moduli al and a2. Similarly, if ()2 is the greatest common 
divisor of ()j and m2, the systems CI and a3 can be replaced by the system 

1 (() l/ l/) l/ 
()2 ICI + m3a 3 = c2 

and the system b2n - 1. By repeating this process we clearly obtain the theorem 
to be proved. The volume of the periodic recurring region is the same for the 
new systems of moduli b as for the old. 

With the help of this theorem, the first 2n systems of moduli in the 
equations 

2n+l 

L a~mJL = 0 
I 

can be replaced by 2n new systems bl , b2 , ... ,b2n in such a way that these 
equations take the form 

pbr - qa~n+l = 0 

where p and q are relatively prime integers. If now" <5 are two integers 
satisfying the equation 

p<5 + q, = 1, 

then obviously the two systems bl and a2n+l can be replaced by the single 
system 

l/ bl/ 
bl/ J; l/ a2n+ 1 I 

, I + ua2n+1 = -- = -
p q 

All systems of moduli which are combinations of the systems aI, a2,···, a2n+l, 

are also therefore combinations of the systems b1 , b2 , b3 , ... ,b2n and con­q 
versely. 
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The volume of the periodic recurring region for these 2n systems of moduli 
amounts to only 1. of that for the first 2n systems of moduli a. If therefore 

q 
the function possessed, in addition to these systems of moduli, another one 
related to these systems by similar linear equations with integral coefficients, 
then it would be possible to find 2n new systems of moduli of which all of 
these systems are combinations. The volume of the new periodic recurring 
region would thus be reduced to a fraction of the old one. If this region 
becomes infinitely small, the function must be a function of fewer than n 
linear expressions in the variables. In fact, the number of these e~pressions 
will be n - 1 or n - 2 or n - m, depending on whether one, or two, or m 
dimensions of this region become infinitely small. If this is not the C1;1se, then 
the process must terminate and thus one obtains 2n systems of moduli, of 
which all systems of moduli of the function are combinations. 

Gottingen, 26th October 1859. 
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XVI. 

Extract from a letter written in Italian on January ,1864 to 
Professor Enrico Betti. 

(Annali di Matematica, Ser. 1, vol. 7.) 

Dearest friend, 
... To find the attraction due to any homogeneous right ellipsoidal cylin­

der, I consider the infinite cylinder whose points, in rectangular Cartesian 
co-ordinates x, y, z, are those satisfying the inequality 

x2 y2 
1---->0 

a2 b2 ' 

filled with matter whose constant density is + 1, when z < 0, and -1, when 
> O. If we then, as usual, denote by V the potential at the point x, y, z 

alld write 
av = X av = y av = z 
ax 'ay 'az 

then, for z = 0, V = 0, X = 0, Y = O. 
Now Z is the potential of the ellipse 

x2 y2 
1---->0 

a2 b2 

of density 2, and can be found by Dirichlet's method. Denote by (J the larger 
root of the equation 

and write D for 

Then Z is given by 

100 VF 
4 a Dds. 

Now X and Y can be determined from the equation 

ax az ay az 
az ax' az ay 
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and the conditions 
x = 0, Y = 0 for = O. 

To carry out the calculation, it is convenient to substitute for the line 
integral 4 Jroo the contour integral 2 1::, taken around a contour the s­
plane which includes the point a, but no other point of discontinuity or 
branch point of the integrand. Denote the roots of the equation F = 0 in 
order of magnitude by a, a', a". Then the singularities of the integrand are 
all real and, in order of magnitude, are a, 0, a', -b2 , a", -a2 with 

a > 0 > a' > _b2 > a" > _a2 . 

Let 

so that 

_ 100 Jts - Z2 
Z - 2 00 DJS ds, 

ax = az = 100 s ~ (ts - Z2)-1/2 ds. 
az ax 00 DJS 

Now 

and 

Hence, after integration by parts: 

X - 2abxz 100 ~2 + S ( _ 2)-1/2d I - b2 2 2 ts Z og ts. 
-a 00 a +s 

If the same path of integration is taken as in the expression for Z, the value 
of the integral will always satisfy the condition 

ax az 
az ax' 
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However, the integral may differ by a function of :r: and y, because the in­
tegrand is also discontinuous for t = O. It is therefore necessary to choose 
!ulOther contour of integration. 

In the expression of ~-; = ~~, the integrand is continuous for s = 0; and 
the part of the s-plane inside the contour has to contain the point s = a, 

a:nd mayor may not contain the point s = a, but must not contain any of 
the other singularities listed above. In the expression for X, the interior of 
the contour must be determined in such a way that X = 0 when z = O. In 
order for this to occur, it will also-since it has to include s = a-have to 
contain the largest root of the equation ts = O. This is the largest root of 
t = 0 if 

but 0 if 
x2 y2 

1 - a2 - b2 > O. 

The interior must contain no other root of ts = O. This is because, when z = 
0, the roots of the equation F = 0 coincide with those of the equation ts = O. 
If the path of integration were to pass through two points of discontinuity 
which coincide when z = 0, it would have to do so in such a manner that 
although the integral in the expression for X would become infinite, the value 
of X would still remain finite, thanks to the factor Z.- -

Your affectionate friend Riemann. 
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XVII. 

On the surface of least area with a given boundary. 

(K61Piglichen Gesellschaft der Wissenschaften Z'U G6ttingen, vol. 13.) 

1. 

A surface can be specified, in the sense of analytic geometry, if we rep­
the rectilinear coordinates x, y, z of an arbitrary point as well-defined 

functions of two independent variables p and q. If p and q assume a partic­
ular constant value, that combination always corresponds to a single point 

the surface. The independent variables p and q can be chosen in a great 
tll1.1Uy different ways. For a simply connected surface this can be done ex­
pediently as follows. We shrink the surface along the whole boundary by 
dis(~arding a strip of surface whose width everywhere is infinitely small of 

same order. By continuation of this process the surface will inexorably 
I'lhrink until it becomes a point. The series of boundary curves arising from 
this are closed curves separated from each other. We can distinguish among 
dlem by associating to each curve a particular constant value of the variable 
p which takes an infinitely small increase or decrease depending on whether 
we pass to a neighboring enclosing or enclosed curve. The function p then 
has a constant maximal value on the boundary of the surface and a minimal 
value at the point in the interior to which the gradually shrinking surface 
reduces. We can think of producing the passage from one boundary of the 
fihrinking surface to the next by replacing each point of the curve (p) with a 
particular infinitely close point of the curve (p + dp). The path of the indi­
vidual points then form a second system of curves, which form a ray running 
from the point of minimal value of p to the boundary of the surface. In each 
of these curves we as sigh a particular constant value to the variable q, which 
is smallest at an arbitrarily chosen initial curve and grows continuously if 
we pass from one curve of the second system to another when going along a 
curve (p) in a particular direction, chosen for this purpose. In passing from 
the last curve (q) to the first curve, q jumps by a finite constant. 

In order to treat a multiply connected surface, we can decompose it into 
a simply connected one by transverse cuts. 

In this manner, any point on the surface can be understood as the inter­
section of a particular curve of the system (p) with a particular curve of the 
system (q). The normals erected at the point (p, q) run out from the surface 
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in two opposite directions, positive and negative. To distinguish them, we 
have to determine the mutual positions of the increasing positive normal, 
increasing p increasing q. If nothing is stipulated, we assume that, 
looking down the positive x-axis, the shortest rotation that takes the posi­
tive y-axis into the positive z-axis is from right to left. The direction of the 
increasing positive normal lies with respect to the direction of increasing p 

and increasing q as the positive x-axis lies with respect to the positive y and 
z axes. The side on which the positive normal lies will be called the positive 
side of the surface. 

2. 

Let an integral be taken over the region of the surface whose element is 
the element dp dq multiplied by a functional determinant, thus 

Jr { (8 f 8g _ 8f 89 ) d d 
} 8p 8q 8q 8p p q. 

For brevity we write this as 

j j(df dg). 

If we consider f and 9 as new independent variables, the integral becomes 
II df dg, and the integration can be carried out with respect to f or g. 
However, to actually establish f and 9 as independent variables presents 
difficulties, or at least extensive splitting into cases, if the same combination 
of values for f and 9 exist at several points of the surface or in a line. It is 
quite impossible when f and 9 are complex. 

Hence it is expedient to carry out the integration with respect to f or 
9 by the procedure of Jacobi (Grelle's Journal vol. 27, p. 208), in which p 
and q will be retained as independent variables. In order to integrate with 
respect to f, we bring the functional determinant to the form 

8 (f~) 8 (f~) 
8p 8q 

and obtain first of all 

J a (~};) dq = 0, 

since the integration is taken over a closed curve. 
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On the other hand, 

j 8 (J f/q) d 
8p P 

to be taken in the direction of increasing p, that is from the minimal point 
the interior along a curve (q) to the boundary. We obtain J f/q and indeed 

value that this expression assumes on the boundary, since at the lower 
of the integral f/q = O. Consequently 

j j (dJ dg) = j J ~: dq = j J dg 

and the integral on the right is taken in the direction of increasing q along the 
boundary. On the other hand we have, from the notation, (dJ dg) = - (dg dJ). 
Hence 

jj(dJd9) = - jj(d9dJ) = - j gdJ, 

where the integral on the right is also to be taken in the direction of increasing 
q along the boundary of the surface. 

3. 

The surface whose points are given by the system of curves (p), (q) will 
be mapped in the following way to a sphere of radius 1. At the point (p, q) 
of the surface whose rectilinear coordinates are x, y, z, we draw the positive 
normal and place its parallel at the center of the ball. The endpoint of this 
parallel on the ball's surface is the image of the point (x, y, z). If the point 
(x, y, z) runs along an arc in the continuously bending surface, the image 
will be an arc on the sphere. In the same manner we see that the image of a 
piece of the surface will be a piece of surface on the sphere. The image of the 
whole surface is a surface that covers the sphere, or part of it, one or more 
times. 

The point on the sphere which is in the direction of the positive x-axis 
will be chosen as the pole, and the O-meridian is put through the point 
which corresponds to the positive y-axis. The image of a point (x, y, z) on 
the sphere will then be determined by its distance r from the pole and the 
angle ¢ between its meridian and the O-meridian. To determine the sign of 
¢, let the point corresponding to the positive z-axis have coordinates r = ~, 

¢=+~. 
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4. 

From the above, we obtain 

(1) cos T + sin T cos ¢ dy + Tsin¢ = 0, 

the differential equation of the surface. 
If y and z are the independent variables, we have the equations 

1 
cos T = ---,::======== 

1+ (:r + G:)" ± 

ax 
ay 

sin T cos ¢ = ---,::========= 

1+ (~:) \ (~:)" 
ax 

sin T sin ¢ = _--;:::=====a=:z====== 

1+ (:r + (~:)' 
for T and ¢, in which either the upper or the lower signs are simultaneously 
valid. 

A parallelogram on the positive side of the surface, bounded by the curves 
(p) and (p + dp), (q) and (q + dq), projects on the yz-plane into an element 
of surface whose area equals the absolute value of (dy dz). The sign of this 
functional determinant depends on whether the positive normal at the point 
(p, q) subtends the x-axis in an acute or obtuse angle. In the first case, the 
projections of dp and dq into the yz-plane lie with respect to each other just 
as do the positive y-axis and the positive z-axis. In the second case this is 
reversed. Thus the functional determinant is positive in the first case and 
negative in the second. The expression 

1 
-(dydz) 
cos T 

is always positive. It gives the area of an infinitely small parallelogram on 
the surface. Thus to obtain the area of the surface itself, we take the double 
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S= --(dy ff' 1 

cos T 

the whole surface. 
For this area to be a minimum, the first variation of this double integral 

set equal to O. We obtain 

ox obx ox obx 
---+---
oy oy oz OZ (dy dz) = 0, 

1+ (~~r + G:)' 11 
± 

Imd the upper or lower sign holds for the root depending on whether (dy dz) 
positive or negative. The left side may be written 

11 %y (- sin T cos ¢bx)(dy dz) 

+ 11 ! ( -sin T sin ¢ bx) ( dy dz) 

-11bX ~(-sinTcos¢)(dYdZ) 
-11 bx %) -sin T sin ¢)(dy dz). 

The first two integrals reduce to a line integral taken in the direction of 
increasing q around the boundary of the surface, namely 

1 b x ( - sin T cos ¢ dz + sin T sin ¢ dy). 

The value is 0 since b x = 0 in the boundary. Thus the condition for mini­
mality appears as 

11 bx (o(sin ~:os ¢) + o(sin ;;in ¢)) (dydz) = O. 

It is satisfied if 

- sin r sin ¢ dy + sin r cos ¢ dz = d~ 

is a complete differential. 

291 



XVII. On the surface of least area with a given boundary. 

5. 

The coordinates and 4; on the sphere may be replaced a complex 
quantity r} = tan ~ , whose geometric significance is easy to see. If we place 
a tangent plane to the sphere at the pole whose positive side is opposite from 
the sphere and draw from the antipodal pole a line through the point (r,4;), 
then this meets the tangent plane at a point which is represented by the 
complex quantity 2ry. Then ry = ° corresponds to the pole and ry = 00 to the 
antipodal pole. We have ry = + 1 and ry = +i for the points in the direction 
of the positive y and z axes respectively. 

If we also introduce the complex quantities 

r ,,' r/ = tan - e-'f'2 
" 2' s = y + zi, 

, . 
s = y - zz, 

then equations (1) and (2) become 

(1 *) 

(2*) 

(1 - ryry')dx + ry'ds + ryds' = 0, 

(1 + ryry')dF-i - ry'ds + ry ds' = 0. 

These may be combined by addition and subtraction. We obtain 

x + F-i = 2X, x - F-i = 2X', 

so that conversely x = X + X'. Then the problem can be expressed analyti­
cally by the two equations 

(3) 

(4) 

1 
ds - rydX + - dX' = 0, 

ry' 

ds' + ~dX - ry'dX' = 0. 
ry 

If we consider X, X' as independent variables and impose the conditions 
that ds and ds' are complete differentials, then 

ary 
ax' =0, 

ary' 
ax =0, 

that is, ry depends only on X, ry' only on X', and hence, conversely, X is a 
function only of ry and X' only of ry'. 

Consequently the problem reduces to determining ry as a function of the 
complex variable X, or conversely X as a function ofthe complex variable ry, 
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also satisfying the boundary conditions. If we have Tl as a function of 
, then TI' is given by changing each complex number in the expression of 17 

to its conjugate. At this point we only have to integrate and (4) in order 
to attain expressions for sand s'. Finally we obtain through elimination of 
~ f1U equation between X, y, Z, the equation of the minimal surface. 

6. 

If equations (3) and (4) are integrated, the area of the minimal surface 
CEUl easily be found, namely 

Ji 1 Ji 1 + 1]1]' S = - (dydz) = (dydz). 
cos r 1 - 1]1]' 

The functional determinant (dy dz) is rewritten in the following way: 

(dydz) = (ay az _ ay az) (dsds') 
as as' as' as 

z 
= :2 (ds ds') 

= - 1]1] - - - -- d1] drl ' i (, 1) ax ax ( ') 
2 1]1]' aT! a1]' 

VVe obtain 

For another transformation of this expression, we construct y from Y and 
y' and z from Z and Z' just as x was constructed from X and X', Then the 
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equations 

X= j~~ 
j ay 

Y = ary dry, 

Z = j ~~dry, 
x = X +X', 

y = Y + Y', 

z = Z + Z', 

x' = j Z~,dr/, 
y' = j ay d I 

ary' ry, 

Z' = j az d ' ary' ry, 

~i = X - X', 

t)i = Y - Y', 

Ji = Z - Z' 

hold. We obtain finally: 

(5) S = -i j j[(dX dX') + (dY dY') + (dZ dZ')] 

= ~ j j [( dx d~) + (dy dt)) + (dz dJ) ]. 

7. 

The minimal surface and its images on the sphere and on the planes 
whose points are represented respectively by the complex quantities ry, X, 
Y, Z are similar to one another in the smallest parts. We see this easily by 
expressing the squares of the linear elements in these surfaces: 

on the sphere 

in the plane of ry 

in the plane of X 

in the plane of Y 

in the plane of Z 

sin r2 d log ry d log ry', 

dry dry', 

ax ax d d ' 
ary ary' ry ry, 

ayay , 
-a -a dr} dry , 

ry ry' 
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(In the minimal surface itself 

=(dX+ + +dy')2+(dZ+ 

= 2( dX dX' + dY dY' + dZ dZ') 

( ax ax oy oy oz Oz) , 
= 2 ~!') + ~ !') + ~!') drj drj . 

UrJ urJ' UrJ urJ' UrJ urJ' 

By equations (3) and (4), if rJ and rJ' are considered as independent variables, 
we see that 

and therefore 

dX as 2 as' 
rJ- = - = -rJ -

drJ OrJ orJ ' 
, dX' as' ,2 as 

rJ drJ' = OrJ' = -rj orJ" 

dX2 + dy2 + dZ2 = 0, 

dX,2 + dy,2 + dZ,2 = o. 

The ratio of any two of the above squares of linear elements is independent 
of drJ and drJ', that is, the direction of the elements. The similarity of the 
mapping in the smallest parts rests on this. Since the linear expansion by 
the mapping at any point is the same in all directions, we obtain the sur­
face magnification as the square of the linear magnification. The square of 
the linear element in the minimal surface, however, is twice the sum of the 
square of the corresponding linear elements in the planes of X, Y and Z. 
Hence the surface element in the minimal surface is also twice the sum of 
the corresponding surface elements in those planes. The same holds on the 
entire surface and its images in the planes of X, Y, and Z. 

8. 

An important consequence can be drawn from the theorem on similarity 
in the smallest parts. We introduce a new complex variable rJl which puts 
the pole at an arbitrary point (rJ = ct) and chose the O-meridian arbitrarily. 
If rJl has the same meaning for the new coordinates as rJ had for the old, 
we can now map an infinitely small triangle on the sphere to the plane of rJ, 
just as to the plane of rJl. The two images are then also mappings of each 
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other and are similar in the smallest parts. In the case of direct similarity, 
it follows at once that ~ is independent of the direction of the shifting of 
1]. That is, 1]1 is a function of the complex variable 1]. In the case Qf inverse 
(symmetrical) similarity we can go back to the preceding, where instead of 
1]1 we take the conjugate complex quantity. Now, in order to express 1]1 as 
a function of 1], we must observe that 1]1 = 0 at the point on the sphere for 
which 1] = a, and 1]1 = 00 at the antipodal point, that is, for 1] = -1/0:'. It 
follows from this that 1]1 = c S~~'1/' To determine the constant c, we remark 
that if 1]1 = {3 when 1] = 0, then we find that 1]1 = -1/ {3' when 1] = 00. Thus 
{3 = -ca and -1/{3' = c/o:', that is, {3 = -a/c'. Hence cc' = 1, and c = e()i 
for some real e. Arbitrary values can be chosen for the quantities a and e: 
a depends on the position of the new pole and e on the position of the new 
0-meridian. This new coordinate system on the sphere corresponds to the 
directions of the axes of a new rectangular coordinate system. In the new 
coordinate system Xl, Sl, s~ can be given the same interpretation as X, s, s' 
in the old. Then the transformation formulae are 

(6) 

or 

'Yl _ 1] - a e()i 
"I - 1 + a'1] , 

(1 + aa')X1 = (1 - aa')x + ds + as', 

(1 + aa')sle-()i = -2ax + s - a2s', 

(1 + aa')s~e()i= -2a'x - a,2s + s'. 

9. 

From the transformation formulae (6), we find that 

2 aX1 ( )2 ax 
(dlog1]d al = dlog1] -:-a-l-

og 1]1 og 1] 

Accordingly, it is expedient to define a new complex quantity u by the equa­
tion 

(7) u ~ J Vi a:~ dlog~, 
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which is independent of the position of the coordinate system (x, y, z). If we 
succeed in determining u as a function of'r/, we obtain 

x is the distance from the point on the minimal surface, corresponding 
'r/, to a plane which goes through the origin of coordinates perpendicular 
the direction 'r/ = O. If we replace 'r/ by l~~~r-/(Ji in (8), we obtain the 

distance of the same point of the minimal surface from the plane through the 
origin of the coordinates which is at right angles to the direction 'r/ = a. In 
particular, then, for a = 1 and a = i, 

(9) 

(10) 

i J ( du )2 ( 1) y = - 2" d log 'r/ 'r/ -;j d log 'r/ 

+ ~ J (d l~~ 'r/' ) 2 ('r/' - ~,) d log 'r/', 

z = - H (dl~:S (q+~) dlog~ 
-H (d!~~')' (~' + ~,) dlog~'. 

10. 

The quantity u is to be determined as a function of 'r/, that is, as a 
single-valued function of position in that surface, spread over the 'r/-plane, to 
which the minimal surface is mapped similarly in the smallest parts. Thus it 
depends primarily on the discontinuities and branchings in this mapping. In 
investigating these we must distinguish points in the interior of the surface 
from boundary points. 

To deal with a point in the interior of the minimal surface, put the origin of 
the coordinate system (x, y, z) at the point and place the x-axis in the positive 
normal. Consequently the yz-plane is tangential. Then in the expansion of 
x there are no constant term and no terms multiplied by y and z. By a 
suitable choice of directions for the y and z axes, we can also make the yz 

term vanish. Under these conditions, the partial differential equation of the 
minimal surface reduces for infinitely small values of y and z to ~ + ~:; = o. 
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Hence the Gaussian curvature is negative, and the principal radii of curvature 
are equal and opposite. The tangent plane divides the surface into four 
quadrants, when the radii of curvature are not 00. These quadrants 
alternately over and under the tangent plane. If the expansion of x starts 
with terms of degree n (n > 2), then the radii of curvature are 00 and the 
tangent planes divide the surface into 2n sectors, which alternately lie above 
and below the plane, and will be bisected by the curvature lines. 

Now, if we regard X as a function of the complex variable Y, then in the 
case of four sectors 

logX = 210gY + funct. cont., 

in the case of 2n sectors 

log X = nlogY + f.c. 

Since ~~ = 1-=-2$ follows from (8) and (9), the expansion of 7] in the first case 
starts with the first power of Y, and in the second with the (n - 1 )th power of 
Y. Conversely, if Y were considered as a function of 7], the expansion in the 
first case progresses in integer powers of 7], in the second in integer powers of 

1 

7]n-l. That is, the mapping on the 7]-plane has at the relevant point either 
no branch point or an (n - 2)-fold branch point, depending on whether the 
first or second case occurs. 

With respect to u, we get dl~~Y 
equation (9), 

~ ~. Hence with the aid of 
d log T/ dlog Y 

( du ) 2 . dY 7]2 ( d7] ) 2 y2 
dlog Y = -21, d7] 1 - 7]2 dY -:;j2' 

Consequently, at a (n - 2)-fold branch point of the mapping into the 7]-plane, 
either 

du n 
log dlog Y = '2 log Y + f.c. 

or 
du (n ) log dY = '2 - 1 log Y + f.c. 

11. 

Further investigation will initially be restricted to the case where the 
given boundary consists of straight lines. Then, the mapping of the boundary 
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tmto the 1]-plane can actually be constructed. All of the normals erected at 
of one of the straight boundary lines lie in parallel planes. Hence the 
on the sphere is an arc of a great circle. 
order to examine a point in the interior of a straight boundary line, 

place, as previously, the origin of the coordinates at this point, and the 
positive x-axis in the positive normal. Then the entire boundary line lies in 

yz-plane. Therefore the real part of X is 0 on the whole boundary line. 
If we move around the origin of the coordinates, within the interior of the 
fninimal surface, from a preceding to a succeeding boundary point, then the 
lttgument of X changes by mr, an integer multiple of n. The argument of Y 
dumges at the same time by n. Hence we have, as previously, 

log X = nlogY + fc., 

log 1] = (n - 1) log Y + fc., 

log :; = (~ - 1) log Y + fc. 

Ifhe boundary points considered correspond to an (n - 2)-fold branch point 
in the mapping to the 1]-plane. In this mapping, the points of the succeeding 
boundary segment make an angle of (n - l)n with those of the preceding 
one. 

12. 

In passing from one boundary line to the next, we must distinguish two 
cases. Either they meet at a finite point, or they stretch to infinity. 

In the first case, let an be the angle in the interior of the minimal surface 
between the two boundary lines. Place the origin of the coordinates at the 
vertex in question, with the positive x-axis in the positive normal, then in 
both boundary lines the real part of X is O. In passing from the first boundary 
line to the next, the argument of X changes by mn, an integer multiple of 
IT, the argument of Y by an. Hence we have 

a 
- log X = logY + fc., 
m 

(1 - :) log X = log 1] + fc., 

log :; = (:; - 1) logY + fc. 
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If the surface between two consecutive boundary lines extends to infinity, 
we set the positive x-axis in the shortest line connecting them, parallel to 
the positive normal at infinity. Let the length of the shortest connecting line 
be A, and let an be the angle which the projection of the minimal surface 
fills in the yz-plane. Then the real parts of X and dog '1"1 remain finite and 
continuous at infinity and take constant values on the boundary lines. It 
follows (for y = 00, z = (0) that 

Ai 
X = -- log 7] + fc., 

2an 

u = J A log7]+f.c., 
2an 
Ai 1 

Y = -- - +fc. 
4mf 7] 

We set the xl-axis of a coordinate system in one of the straight boundary 
lines, the x2-axis of another coordinate system in the second straight bound­
ary line, .... Then in the first line, log 7]1 is pure imaginary, in the second, 
log 7]2 is pure imaginary, and so on, since the normals are perpendicular to 
the respective axes of Xl, X2, ... Thus i "'lox 1 is real in the first boundary 

u og17J 

line, i '" lox 2 in the second, and so on. However, for any coordinate system 
u og'1)2 

(x, y, z), 

r;a;- d log 7] = 
Vl~ 

. aXl 
z dlog 7]1 = a log 7]1 

. aX2 
z d log 7]2 = . .. , a log 7]2 

so that on each straight boundary line 

du = Vi &~:~ dlog~ 
has either real or pure imaginary values. 

13. 

The minimal surface is determined as soon as one of the quantities u, 7], 

X, Y, or Z has been expressed in terms of one of the others. This succeeds 
in many cases. Particular notice is deserved for those cases in which d~~'1) 
is an algebraic function of 7]. For this, it is necessary and sufficient that the 

300 



Riemann, Collected Papers 

Jllapping on the sphere and its symmetric and congruent extensions form a 
mosea surface, which covers the whole sphere one or more times, 

In general, however, it is difficult to express one of the quantitiesu, TJ, 
, or Z directly in terms of one of the others. Instead of this we can deter­

each of them as functions of a new, expediently selected, independent 
We introduce such an independent variable t, so that the image of 

surface in the t-plane covers the half-infinite plane once, and indeed, the 
for which the imaginary part of t is positive. In fact, it is always possible 

determine t as a function of u (or anyone of the other quantities 7), X, 
Y, Z) in the surface, so that the imaginary part is 0 in the boundary, and is 
Infinite of first order at an arbitrary boundary point (u = b). That is, 

_ const. f 
t - b + .c. u-

(u = b). 

The argument of the factor of u~b is determined by the condition that 
the imaginary part of t is 0 on the boundary and positive in the interior of 
the surface. Hence in the expression for t only the modulus of this factor and 
an additive constant remain arbitrary. 

Let t = aI, a2, ... , for the branch points in the interior of the image on 
the 7}-plane, t = bI, b2 , • " , for the branch points on the boundary which are 
not vertices, t = CI, C2, ... , for the vertices and t = el, e2,' .. , for those in the 
unbounded sectors. We assume for simplicity that all the quantities a, b, c, e 
lie in the finite region of the t-plane. Then we have 

log ~~ = (~ - 1) log(t - a) + f.c. 

log ~~ = (~-l)log(t-b)+f.c. 

log ~~ = (; - 1) log(t - c) + f.c. 

u = J Aa log(t e) + f.c. 
27r 

for t = a, 

for t = b, 

for t = c, 

for t = e. 

The investigation can be restricted to the case n = 3, m = 1, that is, to a 
simple branch point. The general case can be deduced from this by allowing 
several simple branch points to coincide. 

In order to form the expression for ~~ we must observe that dt is always 

real along the boundary, and du is either real or pure imaginary. Hence (~~) 2 
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is real when t is real. This function can be continuously extended over the 
line of real values of t by the condition that, for conjugate values t and tf 

of the variable, the function will also have conjugate values. Then (~~) 2 is 
determined for the whole t-plane and turns out to be single-valued. 

Let a~, a~ ... be the conjugate values to aI, a2, ... and designate the prod­
uct (t - ad(t - a2) ... by II(t - a). Then 

(11) u = const. + J II(t - a)II(t - a')II(t - b) const. dt 
II(t - c) II(t - e)" 

The constants a, b, c, ... must be determined so that, when t = e, 

u = JAn log(t - e) + f.c. 
27r 

For u to be continuous and finite for all values of t except a, b, core, a relation 
must exist among the numbers of the latter values. Namely, the difference 
between the numbers of vertices, and branch points lying in the boundary 
is 4 larger then twice the difference between the numbers of interior branch 
points and infinite sectors. We use the abbreviations 

that is, 

II(t - a)II(t - a')II(t - b) = cfJ(t), 
II(t - c)II(t - e)2 = X(t), 

du (i(i) 
dt = const. V X(t)' 

Then the polynomial cfJ(t) is of degree 1/ - 4 if X(t) is of degree 1/. Here 1/ 

denotes the number of vertices plus twice the number of infinite sectors. 

14. 

We still need to express TJ as a function of t. We only succeed in doing this 
directly in the simplest cases. In general the following method is adopted. 
Let v be another function of t, yet to be determined, but assumed to be 
known. In equations (8), (9), (10), v appears essentially in d~~ry' which can 

also be written as ddu d1dv . The last factor may be regarded as the product v ogry 

of the factors 

(12) 
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that satisfy the first order differential equation 

(13) k1 -- - = 1 
dv dv ' 

tl,S well as the second order differential equation 

(14) --- ---
kl dv2 k2 dv2 . 

If we can express one or the other side of this last equation as a function 
of t, then a second order linear homogeneous differential equation can be 
set up for which kl and k2 are particular solutions. Let k be the complete 
integral. We replace ~~~ by its equivalent 

and obtain the differential equation for k 

(15) 

By equation (15) there are two independent particular solutions Kl and 
K2, whose quotient K2 : Kl = H gives an image bounded by arcs of great 
circles of the positive t-half-plane on the sphere. The same occurs for each 
expression of the form 

(16) 
()" H-a n-e ~--­

'/ - 1 +a'H' 

where () is real and a, a' are conjugate complex quantities. 
The function v is to be chosen so that, for finite values of t, the disconti­

nuities of i ~~~ only occur among the points a, a', b, c, e. 
If we set 

(17) 
dv 

dt 
1 1 

J ¢>(t)X(t) 

then the function f: ~~~ will have discontinuities at finite values only for the 
points a, a', b, c, and, indeed, is infinite of the first order for each of these. 
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Namely, for t = c, we have 

v - Vc = ---'-== 

r; - rIc = const.(t - c)'. 

Consequently 

so that 
1 d2 k 1 ("'? - ~) f'(c) 
k dv2 4 t - c 

We obtain corresponding expressions for t = a, a', b, in which c is replaced 
by a, a', b respectively and I by 2. 

A similar observation shows that for t = e the function ~ ~:~ remains 
continuous. 

For t = 00, we obtain 

1 d2 k (V ) (V ) 2v-6 k dv2 = -"2 + 2 "2 - 1 t . 

Hence the expression for ~ ~:~ appears as follows: 

!:. d2k = ~ L (12 - ~) f'(g) + F(t). 
k dv2 4 t - 9 

The sum is over all the points 9 = a, a', b, c and for a,a' and b, I is replaced 
by 2. Here F(t) is a polynomial of degree 2v - 6 in which the first two 
coefficients may be determined in the following way. We bring dv into the 
form 

or briefly, adv1' 
Differentiation yields 

~ [(dr;)-1/2] = a-3/2~ [( dry )-1/2] + (dr; )-1/2 d2(a l/2 ). 
dv2 dv dVf dVl dVl dv2 
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Hence 

( di7 ) 1/2 [( )-1/2] 
dv dv2 dv 

= 00- 2 (!!!l) 1/2 ~ [( dr, ) -1/2] 
dVI dVI dVI 

or 

( d7] ) 1/2 ~ [(!!!l) -1/2] 
dVI dVI 2 dVI 

or 

The function on the left side is finite for t = 00. Hence we have to 
equate the coefficients of t 2 , respectively t, on the right in the expansions 
of t-2v+8 F(t) and of 003/ 2 d2 (a l

/
2
). The expansion of 003/ 2 d2 (a l

/
2

) by a simple 
dv2 dv2 , 

calculation, is 

d2 (oo 1/ 2 ) 1 (//) d(C V +2 f(t)) 
003 / 2 = - -- + 2 C v+5 . 

~2 2 2 & 

Now F(t) still has 2// - 7 undetermined coefficients. However, it is im­
portant to note that these must be real. For we found in §12 that du is real 
or pure imaginary on all straight boundary lines of the minimal surface and 
hence also everywhere on the boundary of the images. By (17), the same 
holds for dv. We can prove from this that ~ ~:~ must have real values for real 
values of t. 

In order to carry out the proof, we consider the image on the sphere of 
radius 1 and take any piece of the boundary, hence the arc of a particular 
great circle. We place the tangent plane at the pole of this great circle and 
call it the plane of 7]1. Then the constants 001, oo~, (h can be determined so 
that 

Oli H - 001 
'Yl - e 
"I - 1 + oo~H' 
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and we obtain two functions k~ = Iii and k; = rll Iii which are particular 

solutions differential equation (15). Consequently we 

1 d2k~ 
---
k1 dv 2 ' 

The part of the boundary just considered is mapped on the 7]l-plane by 
the equation 

7]1 = e(Pli, 

and if we insert this into k~, it is easy to see that :~ ~~~ turns out to be real 

on the piece of boundary under consideration. The same follows for i ~~~. 
Since this observation can be made for each piece of the boundary, i ~~~ is 
real on the entire boundary. 

Now, however, for dv real or pure imaginary, the function k\ ~:2~ is also 
real, if we set in general 

7]1 = (21 e<Pl i 

and take the modulus [.>1 to be constant. For the real t axis to be mapped, 
in the sphere of radius 1, onto an arc of a great circle, we must have ~?1 = 1 
for each part of the boundary. This gives just as many conditions as there 
are individual boundary lines. 

For this investigation, as in the preceding paragraphs, the values a, b, c, e 
are all assumed to be finite. If this were not the case, the treatment would 
need a small adjustment. 

Remark: The problem is fully formulated above. In particular cases it 
comes down to merely setting up and solving the differential equation (15). 
Incidentally, it is important to note that the number of arbitrary real con­
stants appearing in the solution is exactly the number of conditions which 
must be satisfied by the nature of the question and the data of the prob­
lem. We denote the number of points a, b, c, e respectively by A, B, C, E and 
note that 2A + B + 4 = C + 2E = v. In the differential equation (15), 
2A + B + 4C + 5E - 10 arbitrary real constants appear. Namely, the angles 
" whose number is C; the 2v - 7 constants for the function F(t); the real 
quantities b, c, e, of which one may assign three values arbitrarily by making 
a linear substitution with real coefficients for t; the real and imaginary parts 
of the quantities a. To these arbitrary constants we add 10 more by integra­
tion, namely, if 7] = ~~~ !~;~ , the three complex ratios 0: : (3 : , : 8 account for 
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I'Ilx real constants, a (real or pure imaginary) factor of du, and a real additive 
(~onstant in the expressions for each of x, y, z. The constants, however, must 
I'It1ll be subject to conditions which must be satisfied if our formulas are to 
really represent a minimal surface. Of these conditions, 2A + B correspond 
to the points a, a', b. They assert that no logarithm appears in the expansion 
of the solution of the differential equation (15) valid in a neighborhood of 
these points. Further C + E equations signify that the pieces of the real t 
axis which lie between the individual points c, e are mapped into C + E arcs 
of great circles on the sphere of radius 1. Thus the number of remaining 
undetermined constants in the solution is 3C + 4E. 

The data of the problem consists of the coordinates of the vertices and in 
the angles which give the directions of the boundary lines that go to infinity. 
These data are expressed in 3C + 4E equations, for the fulfillment of which 
we have the correct number of constants available. 

Examples. 

15. 

The boundary consists of two infinite straight lines that do not lie in a 
plane. Let A be the length of the shortest line segment between the lines, 
and let a7r be the angle which the projection of the surface fills in on the 
plane perpendicular to that shortest line segment. 

We take the shortest connecting line as the x-axis, hence x has a constant 
value in each of the boundary lines. Similarly, ¢ is constant on each of the 
two boundary lines. At infinity the positive normal for one sector is parallel 
to the positive x-axis, for the other sector parallel to the negative x-axis. 
The boundary is mapped on the sphere into two great circles through the 
poles 'fJ = 0 and 'fJ = 00 that enclose an angle a7r. 

Hence 

iA 
X = ---log'fJ, 

2a7r 

S=-~('fJ-~), 
2a7r 'fJ' 

s' = - iA (~- 'fJ,) , 
2a7r 'fJ 
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and consequently 

A ('7) .T = -i -- log -
20'1r r/ 

( a) = -i ~ log (-!..) , 
20'1r s' 

which we recognize as the equation of the helicoid. 

16. 

The boundary consists of three straight lines, of which two intersect and 
the third runs parallel to the plane of the first two. 

Place the origin of the coordinates at the intersection of the first two 
lines and the positive x-axis in the negative normal, then the intersection 
point maps to the point T} = 00 on the sphere. The images of the first two 
lines are great half circles running from T} = 00 to T} = O. Let their angle 
be 0'1r. The image of the third line is an arc of the great circle which runs 
from T} = 0 to a certain point, reverses itself and returns to T} = O. This 
arc forms angles of - f31r and ,1r with the first two great half circles, where 
13 and, are positive numbers, 13 + , = 0'. In order to obtain the mapping 
onto the t-half-plane, we specify that t = 00 when T} = 00, that t = b will 
correspond to the infinite sector between the first and third lines, that t = c 
will correspond to the infinite sector between the second and the third lines, 
and that t = a will correspond to the reversing point of the normals on the 
third line. Then a, band c are real and c > a > b. These specifications 
correspond to T} = (t - b)f3(t - c)'. The value of a depends on band c. We 
have, namely, 

dlog T} 

dt 
f3(t - c) + ,(t - b) 

(t - b)(t - c) 

and this must be 0 at the reversing point, thus a = C~!;. Furthermore, from 
sections 12 and 13, 

du = V A(c - b) (13 + ,) (t - a)1/2dt 
21r (t - b) (t - c) , 
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'f k b 27r or, 1 we ta e c - = A' 

Consequently, 

(t-a)l/2dt 
du = J (3 + I (t _ b) (t - c) , 

du 1 

d log 7] J ((3 + I) (t - a) , 

( du ) 2 dl dt og7] = 
d log 7] (t - b) (t - c)" 

x - - i J dt + i J dt' 
- (t - b) (t - c) (t' - b) (t' - c) , 

i J (t - b)!3(t - c)'Y - (t - b)-!3(t - c)-l' 
y = - 2. (t - b) (t - c) dt 

~ J (t' - b)!3(t' - c)'Y - (t' - c)-!3(t' - c)-l'dt' 
(b) + 2 (t' - b) (t' - c) , 

z = _ ~ J (t - b)!3(t - c)'Y + (t - b)-!3(t - c)-l' dt 
2 (t-b)(t-c) _ ~ J (t' - b)!3(t' - c)'Y + (t' - b)-!3(t' - c)-l' dt' 
2 (t' - b) (t' - c) . 

17. 

The boundary consists of three skew lines, whose shortest distances apart 
are A, B, C. Between each two boundary lines the surface stretches to infinity. 
Let Cl:7r, (37r, 17r be the angles of the directions in which the boundary lines of 
the first, the second, and the third sectors run towards infinity. We specify 
that the quantity t will be respectively 0,00, and 1 at infinity for the three 
sectors of the minimal surface, Thus we obtain 

du yq;(t5 
dt t(l - t)" 
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Here ¢( t) is a polynomial of degree 2. Its coefficients are determined by 

~ _ JACt 
dlogt - V 21f 

for t = 

~-JB(3 
dlog t 21f 

for t = 00, 

du (Cf:; 
dlog(l - t) = V 2;- for t = 1. 

From this it follows that 

¢(t) = ACt (1 - t) + 0) t _ B(3 t(l - t). 
21f 21f 21f 

Depending on whether the roots of the equation ¢(t) = ° are imaginary 
or real, the image on the sphere has a branch point in the interior or two 
reversing points of the normals on the boundary. 

The functions kl = {i, and k2 = 77{i, will only be discontinuous for 

the three sectors, if we take ~~ = ¢( t). Indeed, the discontinuity of kl is such 
that 

c~+~ kl' 

t _ l _l2. k 
2 2 1, 

(1 - t)-~+~ kl' 

for t = 0, 

for t = 00, 

for t = 1 

are single valued, with finite nonzero limits. The functions kl and k2 are 
particular solutions of a homogeneous linear second order differential equa­
tion, which is obtained if we represent i ~~~, except at its discontinuities, as 
a function of t, and substitute t instead of v as the independent variable in 
~~~. If we have found the particular solution kl' then k2 is found from the 
first order differential equation 

(c) 
dk2 dk1 

kl dt - k2 dt = ¢(t). 

The complete integral of the second order homogeneous linear differential 
equation will be denoted by r Q 

3 f3 1_:1 + (d) k = Q 2 2 
-2 - 2 2 2 

3 f3 1+:1 1+£ -2 +2 2 2 2 2 
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This function satisfies essentially the same conditions as in the definition of 
the P-function the paper on the Gauss F(a, ".1 It differs from 
the P-functioll in that the sum of the exponents is-1 instead of + 1 as for 
P. 

We can express the function Q with the help of a P-function and its first 
derivative. First, 

If we set 

-a-j3-1-1 
2 

-a+j3-'Y- 1 
2 

-a-j3-'Y+l 
2 

-a+j3-1+1 
2 

the constants a, b, c can be determined so that 

(e) 

In fact, we have only to substitute this expression into the differential equa­
tion (c) and consider the second order differential equation for a in order to 
obtain the equations 

By the properties of the function a, we can set 

I-a 1- (da2 d(1 ) t (1 - t) 'Y al dt - a2 dt = 1, 

and hence F(t) = rjJ(t). From this we obtain three equations for a, b, c, which 
take a very simple form if we set 

b_ cy +,-l c =q 
2 ' 

, 
a + b - -c =-T 2 . 

lContributions to the theory of the functions represented by the Gauss series 
F(a, {3, 'I, x) (IV in this collection). 
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The equations are then 

With the help of the function 

{
_£ _ri 1._1} 

).. = P £22 (3 
2 ~ ~ t , 

"2 2+2 

whose branches )..1 and )..2 satisfy the differential equation 

d)..2 d)..1 
)..1-dl -)..2 -dl = 1, 

ogt ogt 

we can express k even more simply, namely, 

(f) k = t1/2 ((p + qt) .. + ct(l- t) ~~) . 
It would not be hard to produce the individual branches of the function 

k in the form of definite integrals. The method is shown in §7 of the paper 
on the P-function. 

In the particular case where the three boundary straight lines run parallel 
to the coordinate axes, 0: = f3 = I = ~. Then we obtain 

(_1. _1. 1.) (t _1)1/4 (0 )..=P 4 4 4 t = __ P 1. 1. ~ t 1. 
4 4 4 2 

The branch )..1 of this function is 

( t 1) 1/4 T Jt 1/ 2 + (t - 1)1/2 const., 

so that 

kl = v'2t1/4(t - 1)1/4Vtl/2 + (t - 1)1/2 {p + qt - ~ - ~Jt(t - I)}, 

k2 = -v'2t1/4(t - 1)1/4Vtl/2 - (t - 1)1/2 {p + qt - ~ + ~Jt(t - I)}. 

312 



Riemann, Collected Papers 

With the aid of these two functions, dX, dY, dZ can be expressed in the 
following way: 

iX=(p+q-r)2V t +(_p+q+r)2Vt - 1 
t - 1 t 

1 t 1/ 2 + (t - 1)1/2 
+ 2"(p + 3q + r)(p - q + r) log t1/2 _ (t _ 1)1/2' 

(g) iY = -(p - q + r)2t1/2 _ (-p + q + r)2C1/2 

1 1 + t 1/ 2 

- 2" (p + q + 3r) (p + q - r) log 1 _ t1/2 ' 

iZ = (p - q + r)2(1 - t)1/2 + (p + q - r)2(1 _ t)-1/2 

1 1+vr=t 
+ -2(3p + q + r)(-p + q + r) log vr=t. 

1- 1-t 

If p, q and r are real, then twice the coefficient of i in the three quantities 
on the right gives the rectilinear coordinates of a point in the surface. 

18. 

The boundary consists of four intersecting line segments which we obtain 
by removing two edges that do not touch from the edges of an arbitrary 
tetrahedron. The image on the sphere is a spherical quadrilateral, whose 
angles may be taken to be (X7r, {31f, "(1f, and 81f. It follows that 

du = Cdt 
V(t - a)(t - b)(t - c)(t - d) 

Cdt 

V ~(t)' 
where the real values t = a, b, c, d designate the points on the t-plane into 
which the vertices of the quadrilateral are mapped. 
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If the methods developed in §14 are applied to determine then we have 
in particular, = 1, X(t) = COllsequently v = Z: and 

The functions kl and k2 satisfy the differential equation 

and are particular solutions of the second order differential equation 

The polynomial F(t) of §14 is of degree 2 here, but the coefficients of t 2 and 
t are zero. Thus h is a constant. On the left side of the last equation, we 
introduce t as an independent variable and obtain 

(h) ~ (~(t) d2k ~~/(t) dk) 
k dt2 + 2 dt 

(a 2 - 1.) ~/(a) (1]2 - 1.) ~/(b) (,2 - 1.) ~/(C) (82 - 1.) ~/(d) 
= 4 + 4 + 4 + 4 +h 

t-a t-b t-c t-d 

as the second order linear differential equation which k must satisfy. 
If x, y, z are actually expressed as functions oft, then 16 undetermined real 

coefficients enter into the solution. These are the four quantities a, b, c, d of 
which, as above, three can be taken arbitrarily, the four quantities a,;3", 8, 
the quantity h, six more real constants in the expressions for 71, a constant 
factor in du and an additive constant in each of x, y, z. To determine these 
16 numbers there are 16 equations at hand. Namely, 4 equations which 
express that the 4 boundary lines in the 71-plane map into great circles on 
the sphere, and 12 equations which state that x, y, z have given values at the 
four vertices. 

In the special case of a regular tetrahedron, the image on the sphere is a 
regular quadrilateral in which each angle is ~ 7r. The diagonals bisect it and 
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perpendicular to each other. The points that are diametrically opposite 
vertices on the sphere are the vertices of a congruent quadrilateral. 

the two lie four quadrilaterals congruent to the original, 
has two vertices in the original and two in its opposite. These six 

tllLadrilaterals fill the surface of the sphere once. Thus d~~"7 is an algebraic 
function of TI. 

The minimal surface we are seeking can be continuously extended across 
the original boundaries by rotation of 1800 about each of the original bound­

using those boundaries as rotation axes. Along such a boundary line 
the original surface and the extension have a common normal. By repetition 

this construction on the new pieces of surface, we can extend the original 
surface arbitrarily far. Whichever extension we consider, however, always 
maps on the sphere in one of the six congruent quadrilaterals. In fact, the 
image of two pieces of surface either have a side in common, or lie opposite to 
one another, depending on whether the surface pieces themselves adjoin at 
f~ boundary line, or abut opposite boundary lines of a piece of surface lying 
between them. In the last case the relevant surface pieces can be made to 

coincide by parallel translation. Hence (dl~~"7) 2 must remain unchanged if 

rl and -1/ TJ are interchanged. 
If we set the pole (TI = 0) at the midpoint of a quadrilateral, and the 

O-meridian through the middle of a side, then for the vertices of this quadri­
lateral, 

and 
c V3 -1 

tan "2 = J2 . 
Points which correspond to opposite values of TJ have the same x-coordinates. 

Thus (dl~~"7) 2 must remain invariant on interchanging TI and -TJ. We obtain 

The constant C1 must be real, since du2 has real values on the boundary. 
We get the same result in the following way. The substitution 

TJ2 + TJ- 2 - 2v 3z t2 - 1 { /7l.}3 2 
TJ2 + TJ-2 + 2V3i = (t2 + 1) 
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yields an image on the t-plane which is bounded by a closed continuously 
bending line. The computation shows that d log t is pure imaginary on the 
boundary. Consequently the image of the boundary in the t-plane is a circle 
with center at t = o. The radius of this circle is 1. The vertices 

17 = ± (tan ~) e7ri / 4 

correspond to t = ± 1; the vertices 

17 = ± (tan~) e-7ri / 4 

correspond to t = ±i. If we pass, within the interior of the minimal surface, 
at any of these four places from one boundary line to the next, then the 
argument of dt changes by 1f. Thus, as in §13, we can set here 

du C2 

dt - J(t2 - 1)(t2 + 1)' 

and Ci must be pure imaginary since du2 is real on the boundary. It turns 
out that C1 = 3V3 Cii. 

This expression agrees with the previous one for (d~~'T/ r. For further 

simplification we take 

(_t2 _1)2 
=w3 

t 2 + 1 ' 

and observe that 

( du ) 2 (dU) 2 d)" 
d log 17 d log 17 = d)" d log 17 d)". 

Then a very simple calculation gives 

.J ( du )2 J dw X = -'I, d log 17 = C , 
dlog17 Jw(l- gw)(l - rPw) 

(i) Y = _i J ( du )2 (17 -.!.) d log 17 = CllJ dw 
2 dlog 17 17 JW(l - w)(l - riw) , 

1 J ( du ) 2 ( 1) J dw Z = - - 17 + - d log 17 = C f2 , 
2 dlog17 17 JW(l - w)(l - OW) 

where f2 = -!(1-iV3) denotes a cube root of 1. The real constant C = ~ C1 

is determined from the the given length of the edges of the tetrahedron. 
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19. 

Finally we will consider the problem of the minimal surface for the case 
where the boundary consists of two arbitrary circles that lie in parallel planes. 
Then one does not know the direction of the normals on the boundary. Hence 
these can not be mapped to the sphere. However, we succeed in solving the 
problem by the assumption that all cross-sections parallel to the plane of the 
boundary circles are circles. It will be shown that under this assumption the 
minimality conditions can be satisfied. 

Place the x-axis at right angles to the planes of the boundary circles, then 
the equation of a cross section by a parallel plane is 

(k) F = y2 + Z2 + 2ay + 2f3z + "I = O. 

and a, f3, "I are to be determined as functions of x. For brevity we set 

80 that 

aF 
cosr = n ax' 

. aF 
smrcos¢ = n ay' 

• . A. aF 
sm r sm 'f/ = n a z . 

Then the minimality condition may be brought into the form 

a(n 8F ) a(n~F) a(n8F) 
--.:--....:::8:,:::.x..:,...· + y + 8z = 0 

ax ay az ' 

or after carrying out the differentiation, 

If we write a 2 + f32 - "I = -q and observe that F = 0, the last equation 
becomes 

(1) 
a2F aF aq 

q----+2q=0 ax2 ax ax 
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and gives after one integration 

~ ~ + 2 J d x + canst. = O. 
q ax q 

The integration constant is independent of x. If on the other hand we take 
J dqX independent of y and z, then the integration constant must be a linear 

function of y and z, since 1 aa F is. Thus we have 
q x 

1 aF J dx - -a + 2 - + 2ay + 2bz + const. = 0. 
q x q 

If we compare this with the result of the direct differentiation of F, namely 

we obtain 
da 
dx = -aq, 

df3 
dx = -bq, 

and if we set J q d x = m: 

a = -am + d, f3 = -bm + e. 

Accordingly we have 

aF d, 
- = - 2aqy - 2bqz + -, 
ax dx 

a2F dq dq d2, 
ax2 = - 2ay dx - 2bz dx + dx2' 

and these expressions are inserted into equation (1). After simplification we 
obtain 

d2, dq d, 
q dx2 - dx dx + 2q = 0, 

an equation which can be further simplified if we observe that 

dm 
, = q + a2 + f32 = q + f (m) = dx + f (m ), 

f(m) = (a2 + b2)m2 - 2(ad + be)m + d2 + e2. 
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If we take ~ and ~:1 from these expressions, then the differential equation 
which expresses the condition of minimality becomes 

(m) 

To carry out the integration, we set ;i; = p and consider q as an indepen­
dent variable. In this way, we obtain for p2 as a function of q a linear first 
order differential equation, namely, 

or 

The solution is 

(n) 

1 d( 2) 
-q -p- - p2 + 2q + 2( a2 + b2)l = 0 
2 dq 

p2 4 2 2 
- = - - 4( a + b )q + 8c. 
q2 q 

Replacing p by ;i;, we obtain 

Hence 

(0) 

dx = dq 
2Jq + 2cq2 - (a2 + b2)q3' 

dm = ~r====:====;;:q=d=q::;:::=;::=~=;:: 
2Vq + 2cq2 - (a2 + b2)q3 

J dq 

x = 2Jq + 2cq2 _ (a2 + b2)q3' 

J qdq 

m = 2Jq + 2cq2 _ (a2 + b2)q3' 

Y = am - d + v-=q cos'lj;, 

z = bm - e + v-=q sin 'lj;. 

Hence we have expressed x, y, z as functions of two real variables q and 'lj;. 
The expressions are, except for algebraic terms, elliptic integrals with upper 
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limit q. By the general method developed above, we have obtained x, y, z as 
sums of two conjugate functions of two conjugate complex variables. This 
suggests the conjecture that these complex expressions can be combined into 
a single integral expression with the variable q, using the addition theorem 
for elliptic functions. 

This is easy to confirm. Namely, from the formulas for the direction 
coordinates rand ¢ of the normals, we have 

8F + 8F . . {3. 
!L. = e2¢i = ay TJZ z = Y + zz + a + z = e2'IjJi. 

TJ' 8F - 8F i Y - zi + a - {3i 
8y 8z 

If we combine this with the defining equation of q, namely: 

(y + zi + a + {3i)(y - zi + a - (3i) = -q, 

we obtain 

or 

(y + zi) + (a + (3i) = (_q)1/2TJ1/2TJ,-1/2, 

(y - zi) + (a - (3i) = (_q)1/2TJ-1/2TJ,1/2. 

Furthermore, we have 

8F 1 
cot r = -;:::==8:=x == = c-;; {p - 2aq(y + a) - 2bq(z + (3)} 

( 8F)2 (8F)2 2y-q 
8y + 8x 

1 cos2 r. - sin2 r. 1 - - v;r1 = 2 2 = r-;:; {p - 2aq(y + a) - 2bq(z + (3)}. Viii1 sin ~ cos ~ y-q 

On the right side, the expressions in TJ and TJ' that we just found are inserted 
for y + a and z + {3. The equation becomes 

[ ( ')1/2 ( )1/2] ~=(_q)1/2 (a+bi) ~ +(a-bi) ~, 

+ (_q)-1/2 (v'"o/l + _1_) . 
Viii1 
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2 
square both sides of this equation and replace Z; by its value from (n). q 

simplifying, we obtain 

(_q) [(a + bi) (:) _ (a _ bi) (:1) 1/2]2 + _1 [VrPl + _1 ] 2 

'/ "7' (-q) Vii? 

= 8c - 2 (a + bi) (rl - ~) -2 (a - bi) ("7 - ~,) . 

The equation so obtained, which gives the relation between q, "7, and "7', can 
considered as the solution of a differential equation in "7 and "7', and q 

c:an be understood as the integration constant. The differential equation is 
tiransformed by a direct differentiation into the form 

With the aid of the primitive equation (p), the factors of 1::!J. and £!f. can be 
T) T) 

expressed differently. We merely use the left side from (p) in two ways to 
form a complete square, in which we insert the missing doubled product one 
time as positive and the other as negative. We obtain 

_1_ (;;r;t + _1_) + v=q ((a + bi) R - (a - bi) 5) 
v=q Vii? V -;; V r/ 

= ±2 [ 2c + (a + bi) ~ - (a - bi)"7] , 
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--- M + - -.- v'=CJ (a + b1.) --1 ( I 1) (-. [#, 
J=fi Vri? r; 

= ±2 [2C + (a - bi) ~, - (a + bi)r;'j . 

- bi) fi) V fit 

If we take the square roots with the same signs, then the differential equation 
becomes 

0= dT} 

2T}V2c + (a + bi) ~ - (a - bi)T} 

d T}' 
+ . 

2T}' J2c + (a - bi)? - (a + bi)T}' 
(q) 

Its solution in algebraic form is expressed in equation (p), or what amounts 
to the same thing, in the two equations 

~ (1 + T}T}') = VT}'[(a + bi) + 2cT} - (a - bi)T}2] 
y-q 

(r) + VT}[(a - bi) + 2cT}' - (a + bi)T},2], 

v'=CJ((a + bi)T}' - (a - bi)T}) = VT}'[(a + bi) + 2cT} - (a - bi)T}2] 

- VT}[(a - bi) + 2cT}' - (a + bi)T},2]. 

In transcendental form the solution is 

(s) 

J dT} 
const. = 

2VT}[(a + bi) + 2cT} - (a - bi)T}2] 

J dT}' 

+ 2VT}'[(a - bi) + 2cT}' - (a + bi)T}'2] ' 

and the integration constant can be expressed via 

J dq 
const. = 2Vq[l + 2cq - (a2 + b2)q2]· 

This follows easily from equation (r), if we take T} or T}' to be the constant O. 
We recognize here the addition theorem for elliptic integrals of the first kind. 
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XIX. 

An attempt to generalize integration and differentiation. 

In the following essay an attempt is made to define an operation which 
yields from any given function of a single variable, another function of this 
variable, whose dependence on the original function can be expressed by a 
numerical parameter, and in the case where this number is a positive integer, 
a negative integer, or zero, the new function coincides respectively with a 
repeated derivative, a repeated integral, or the original function. The known 
t'E~SUlts of differential and integral calculus will be taken as a foundation. It 
will not be assumed that results for derivatives and integrals valid in the 
integer case remain valid for fractional orders. Such results serve on the one 
hand as the foundation for the operation indicated above, and on the other 
hand as a guide to finding it. 

With the latter aim in view, let us consider rather more closely the se­
quence of successive derivatives. Clearly we cannot simply utilise the usual 
definition based on a recursive law of formation, because this cannot yield 
anything other than the terms corresponding to integers. We are thus obliged 
to look for an independent determination. One possible means is the devel­
opment derived from the original function by increasing its argument by an 
arbitrary increment, and expanding in positive integer powers of the incre­
ment. For, since the well-known expansion, 

(1) 
00 1 dPz P 

Z(x+h) = L 1.2 ... p dxp h 
p=o 

(where Z(x+h) denotes the result of replacing x in the function z(x) by x+h) is 
valid for arbitrary values of h, the coefficients must have well-defined values. 
Thus these coefficients can be used to define the derivatives. Accordingly we 
propose the following definition: 

the nth derivative of the function z(x) is equal to the coefficient of 
hn in the expansion of z(x) in positive powers of h, multiplied by a 
constant depending only on n, namely 1.2 .... n. 

This interpretation of the derivatives leads very easily to the definition of 
a general operation which includes, as particular cases, differentiation and 
integration. We shall denote the operation, in whose definition the limit of 
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ratio of vanishingly small quantities plays no part, by a~, and call this a 
derivation. Here we follow Lagrange, who used the term 'fonctions derivees'. 

Thus we shall take a~z, or the expression "the vth derivation of Z(x) with 
respect to x" to mean the coefficient of hV in the expansion of Z(x+h) as an 
infinite series in powers of h ascending and descending by integer amounts, 
multiplied by constants depending only on v. That is, we define a~z by the 
equation 

00 

(2) Z(x+h) = L kva~z hV. 
v=-oo 

In this definition the factors kv depending only on v must naturally be 
defined in such a way that when the exponents of h are integers, the series 
(2) becomes the series (1). Only then will the derivatives truly be induded as 
particular cases of derivations. If this were not possible, our aim of defining 
an operation which includes differentiation as a special case would not be 
achieved, and we should have to look for another approach. 

However, before attempting to determine this factor, we make some pre­
liminary observations concerning series of this form. We see that they form 
the foundation of this whole attempt at a theory of derivations. 

It is generally accepted that no firm conclusions can be drawn from infinite 
series, unless the values assigned to the variables are such that the series 
converges. That is, the value of the sum of the series can be found (or at least 
approximated) by an actual numerical addition. Assuming-as we always 
shall here-that the coefficients obey some definite law, we can calculate the 
precise value of each term. The series is consequently a quantity determined 
in all its parts, hence a definite quantity. I see no reason why the rules of 
numerical addition, although insufficient to yield an exact value, should not 
be applied to the series, and the results regarded as correct. 

To show by an example that one can find a value for the sum of a series 
of form (2), we use a process applicable in many cases for this purpose. We 
expand the function xi-t in fractional powers of x - b; we need this in any case 
in the course of our investigation. 

Let the series which represents x"', which for brevity we denote by Z,. be 

00 

a=-oo 
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and consequently 

Hence 

must hold. 
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dz "-1 
- = {tX'" 
dx 

dz 
{tz - x- = o. 

dx 

Obviously this condition is satisfied whenever 

({t- a)ca - b(a + l)Ca+l = o. 
Now all the expressions which satisfy the differential equation are contained 
In the different values of kxJL. The series z obeying the law 

must necessarily be one of these. In order to find it, we write 

... + Ca-l(X - bYl<-l + ca(x - b)a = p, 

p' = Ca+1(x - b)a+l + Ca+2(X - b)a+2 + ... , 

10 that 
p + p' = z = kxJL , 

And consequently 

dp 
{tP - x dx = ({t- a)ca(x - b)a = X, 

, dp' 
{tP - x dx = -X. 

These differential equations have as their general solution 

J Xx-JL-1dx + kl = px-JL = ca(x - b)a-JL x - JL + Ca-l(X - b)a-lx - JL + ... , 

J Xx- JL- 1dx + k2 = p'x-JL = Ca+1(x - b)a+1 x -JL + Ca+2(X - b)a+2x - JL + ... 

If we substitute the value of X, and set x = b/y, we obtain 

px-JL = ca({t- a)ba- JL J yJL-a-l(l - y)ady + kl 

= caba-JL(1- y)ayJL-a + ca_lba-l-JL(l _ y)a-l yJL-a+1 + ... 
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and 

J 
Now in the case where fJ, > Ct > -1, the right sides of these equations 

vanish for y = 0, 1 respectively. Thus the two integrals, the first between 0 
and y, and the second between 1 and y, have the same value provided they 
are continuous between these limits. It might seem that this condition would 
be violated as soon as some or all of the terms of the series were to increase 
or decrease beyond all bounds; but this would not prevent us from finding a 
definite value for the series by actual addition, since the terms could cancel 
each other. As we shall not draw the conclusion that, in such cases, the series 
has no definite value, we can only decide the continuity or discontinuity of 
the series px-f.l and pi x-f.l by considering the corresponding integrals. l It is 
known, however, that an expression can only become discontinuous when its 
derivative becomes infinite; the expression (l_y)f.l-a - l y a has a finite value for 
all finite values of y when the exponents fJ, - Ct - 1 and Ct are positive. Hence 
the integrals vary continuously, and by considering the singular integrals for 
y = 1 and y = 0 we see that this is true as long as both exponents remain 
greater than -1. 

Hence, in the case where fJ, > Ct > -1 and y is finite2 , 

(where II denotes the well-known definite integral). This result holds, as 
noted above, only when fJ, > Ct > -1, but it can be extended to all values 

1 If one deals with the integrals before the substitution of x by b/y, then they are 
discontinuous for x = O. However, it is easily seen that in this form the associated 
constants of integration must have the same value for positive and negative values of x, 
because the value of the integrals changes in a continuous fashion as x passes from +00 

to 00. 

2In the case where y = ±oo, and therefore x = 0, both integrals have the value 
00. Consequently k = 00 - 00, that is, k is arbitrary, which is obvious from a direct 
consideration of this case. 
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of It and a if (as we assume throughout) we extend the definition of II to 
negative numbers by the rule II(n) = n~l II(n + 1). For firstly, by the law 
assumed to hold between the terms of the series, the result must be valid 
for every value of a for which one of the inequalities a < It, a > -1 holds. 
Thus, if It > 0, 

or 

Differentiating n times, we obtain 

xJ.t-n bJ.t-a (x - b) a-n 

II(1t - n) = L II(1t - a) II(a - n) 

which proves that the rule is also valid when It is negative. 
We have thus shown in general that 

(3) 

It is worth noting that this formula does not yield a series for xJ.t when It is a 
negative integer, because the expression on the left side becomes zero. This 
is a point to which we return later. We also observe that there are series of 
this form which have the value zero, or are constant, for every value of x. 

After this protest against the condemnation which has been pronounced 
on divergent series, we pursue the above method of defining the notion of 
derivation. The goal which we have set, namely that differentiation should 
be a particular case of derivation, will be achieved provided that the function 
kll has the value 1.2~ .. 11 for every positive integer value of v, and 0 for every 
negative integer; for then the series (2) becomes the series (1). This con­
dition can obviously be satisfied by infinitely many different functions of v. 
Moreover, we cannot assume that there exists only one single expansion of 
such a function in powers of h; that is, that only one system of coefficients of 
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a series of the specified form gives a definite value. Rather, we must assume 
that infinitely many distinct systems are possible. Without detriment to our 
objective, we must choose ky from among the different possible funetions of 
v, at the same time making a choice from the different possible systems of 
coefficients. Clearly it is best to make the choice so that the derivations obey 
several laws which otherwise would be valid only for integer indices. 

The following treatment accords with this. 
Since we wish the expression L: kJ)~zhY to include all possible develop­

ments of Z(x+h) in this form, it follows that 

must include all possible developments of dZ~t) in this form. Similarly, 

must include all possible developments of dZ(x+h) Now dZ(x+h) and dZ(x+h) are 
dx· dh dx 

known to be identical; therefore both expressions include exactly the same 
set of series. Consequently ky +1(v + l)a~+1z and ky d~Z have exactly the 
same values, or in other words are equal. If we set k y +1(v + 1) = k y , which 
clearly does not contradict the basic assumption, because this relation must 
hold for integer values of v, we obtain, even for derivation with fractional 
indices, 

ay +1 _ da~z 
x z-~. 

Consequently, for all natural numbers n, 

(4) 

From the law which we have assumed for k y , it follows that 

I1(v)ky = I1(v + l)ky +1. 

Hence the function TI(v)ky, which we denote by lv, has the same value for 
all arguments v differing from each other by integers. We would thus make 
the most suitable choice of the function lv, not from the consideration of a 
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Hingle form of development, but from a combination of distinct conclusions. 
Accordingly we investigate whether we can make our choice so that 

To this end, let the variable x in the formula (2) increase again, and 
denote the increment by k, so that 

(0) 

where the expression represents all possible developments of Z(x+h+k) in pow­
ers of hand k. But then 
({3) 

by virtue of (3). 
Now this last expression ({3) does not represent all possible representations 

of Z(x+h+k) of this form, because the equation (3) gives only one expansion of 

(h + k)lL+v 

rr(Jt + v) 

and this is not necessarily the only possible one. Nevertheless all the possible 
developments it includes are included in (a) . If we stipulate that the function 
i satisfies 

f lL+v = flLfv 

then all values of a~+v will also be values of a~a~z, even though the latter 
expression may also have other values. 

Hence 

(5) 

under the restriction stated. 
It follows, however, from f lL+v = flLfv that 
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and more generally that the product of any f-numbers is equal to the f­
number of their sum. Taking the individual factors equal, 

for a natural number Tn. If we write n: = 'if, then 

or 
fmv = f m / n 
n v' 

Thus the rule .eJ1V = R~ is valid for all rational values of fJ, and consequently~ 
by the known law for interpolation-valid in general. Now since for integer 
1/, Rv = 1, it follows that Rv = IV. 

If therefore the laws (4) and (5) are to hold for derivations in general, and 
differentiation is to be included as a particular case of derivation, we must 
choose the derivations among those functions of x which satisfy the equation 

I v hv hV 

Z(x+h) = L IT(I/) a~z = L IT(I/) a~z. 

The most convenient choice is one that is most flexible for calculations. If 
we examine the expansions of a few functions of x + h in fractional powers of 
h, we see that the simplest and easiest expansions in series of this type are 
those in which the coefficient of 

IT(I/ + 1) 

is the derivative of the coefficient of 

Thus we restrict the operation of derivation, assuming that the symbol a~ Z 

does not represent the coefficient of riC:) in every possible expansion of Z(x+h) , 

but only those for which the coefficient of TI~::ll) is the derivative of the 

ffi · t 3 f h V 

coe Clen 0 TI(v)' 

3It follows, in fact, from (4), that if L a~z n~:) is an expansion of Z(x+h), then so is 

L d~iz n?::l1)' but not that these two expansions are identical. By making the assumption 
described above, we also achieve the result that derivations with a negative integer index, 
to which no meaning has so far been ascribed, coincide with integrals, as we prove later. 
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H follows immediately that to one value of a~z belongs only OIle expan­
if any particular value, say PVl of a~z had two expansions, a and b, 

two expansions would coincide in all their subsequent terms, be­
these would be derived from Pv through differentiation. If we denote by 

, ... the preceding terms in the expansion a, and by qv~l, qv~2, ... 
in b, then Pv~l and qv~l must each have derivative PV' Hence they 
by a constant, that is, 

qv~l = Pv~l + K 1, 

similarly 

expansion b is thus 

00 00 xn hv~n~m 00 (x + h y~m 
a + '""'" K m '""'" - ) = a + '""'" K m -'----:-( -'----,-~ ~ IT(n) IT(v - n - rn ~ IT v - rn) 

However, for all values of x + h we require a = b, and as is well-known this 
implies that all the constants are O. Hence the two expansions are identical. 

If Pv is a value of a~z, then so is Pv+ fft~-:~:) (where n is a positive integer 
llfld K a finite constant). For 

and the following law holds: 

d~ (Pv + K IT~~v~:)) = Pv+l + K IT( ~~=:~ 1) 

We shall call a set comprising the different values of a~z, obtained from 
OllC another by addition of expressions of the form ffc~-:~:)' a system of values. 
Thus all the values of a~z belonging to the same system are contained in the 
(,xpression 

({j ) 
00 x~v~n 

Pv + ~Kn IT(-v _ n) 
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(where the Kn denote finite constants). 
We now seek to determine one value of a~z. 
It is well-known that 

z(x) = Z(k) + (ddZ) (x _ k) + (dd2~) ...:..(x_-----'k)_2 + ... 
X (k) X (k) 1.2 

provided that Z(k) is continuous between the limits x and k. If x + h is 
substituted for x and the terms are expanded in powers of h using (3), then 

00 hit ( (x - k)-It (dZ) (x - k)-It+1 
Z(x+h) = It~oo II(jl) Z(k) II( -jl) + dx (k) II( -jl + 1) 

( d2z) (x - k)-It+2 ) 
+ dx2 (k) II(-jl + 2) + ... 

and in this series the coefficient of hit jII(jl) is the derivative of the coefficient 
of hlt - 1 jII(jl- 1). It is consequently a value of a~z, which we denote by Pw 
Differentiation with respect to k yields 

dPIt (x - k)-It-l J (x - k)-It-l 
dk = -Z(k) II( _jl_ 1) ; consequently Pit = -Z(k) II( _jl_ 1) dk. 

Now all the terms of the above series vanish for k = x; and so the integral 
from k to x is equal to Pit if it is continuous between these limits. This is 
obviously the case, because Z is assumed to be continuous between x and k 
and -jl- 1 > -1. Thus 

(7) l k (x-k)-It-l 1 l x 
x -Z(k) II( _jl_ 1) dk = II( _jl_ 1) k (x - t)-It-l z(t)dt 

is a value of a~ Z if Z is continuous between x and k and jl is negative. The 
value of a~-n Z associated to this same expansion is equal to 

1 l x II( 1) (x - t)-It+n-lz(t)dt. 
-jl+n- k 

It is easily seen that different expansions of Z(x+h) can be derived from this 
one by giving different values to k, but they all belong to the same system. 
For, from the value 

1 l x 
II(-jl-1) k (x - t)-It-lz(t)dt 
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1 {klX -,----,- Jk - tr-p - 1 

addition of 

1 lk _ -1 00 x-j.i-1-n lk (-t)n 
1::"1 . ) (x - t) j.i z(t)dt = '"' II( ) -II ( ) Z(t)dt. 
1 (-jJ- 1 k ~ -jJ- 1 - n k n 

1 n=O 1 

Z is continuous between x and k1 and thus between k and k1' all 
integrals are finite and moreover constant with respect to x. The process 

j(!(~firdingly always leads to the same system of values. Thus, if we restrict the 
'?~}jne(mt of derivations to this system of values, we reduce their determination 

known values. With the help of this definition, we can find their properties 
determine the derivations of given functions. 

Accordingly, we have 

1 l x 00 x-v - n 

a~z = II( ) (x - t)-V-1 z(t)dt + '"' Kn II( ) 
-1/ - 1 k ~ -n - 1/ 

n=l 

the Kn are arbitrary constants4 , 1/ is negative, and Z is continuous 
hi:tween x and k. For any 1/ 2:: 0, a~z denotes the expression5 which is 
nhtained by differentiating m times with respect to x (where m > 1/) the 
f\xpression for a~-m. This value always satisfies the equation6 

4We denote these arbitrary functions by cpv; we note that for positive integer n, each 
'mwtion 1>v is also a function 1>v-n. 

liThe definition 

which is identical with that given, would certainly be valid for all values of 1/. We have 
I hm;en the above because of its greater flexibility. 

GThe question of whether formula 1 includes all the values which can satisfy the equation 
dl'arly depends on whether the functions 1>// are the only ones which, when substituted 
lor (}~z, make the series 2 vanish. Now it can be shown without difficulty that there are 
IIIl algebraic functions not contained in the cp// that do this; but I have not so far been able 
10 decide whether there is no such function at all. 
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Hence 

rn 

3. + ~Kn TI(-n+m)' 

4. 

5. 

and furthermore 

6. attaV - att+v + A. x x Z - x Z 'f'w 

Thus every value of a~+ttz is also a value of a!;a~z. 
The converse, however, is true only when f.1 is a positive integer or v is a 

negative integer. In this case the two expressions are identical. It also follows 
from the definition (c denoting a constant) that 

7. 

8. 

9. 

10. 

a~(p + q) = a~p + a~q, 
a~(cp) = ca~p, 
a~+cz = a~z, 
a~z = a~z c-v. 

Two values of a~z and a!;z, with the same constants K, K 1 , ••. are said to 
be corresponding values. All the values associated to the same expansion of 
Z(x+h) are corresponding values. 

We now turn to the determination of the derivations of some specific 
functions of x. This naturally amounts to finding one value of one derivation. 
From this value, the general value can immediately be deduced by adding a 
function cp. Generally, after using the transformation 1 of the expression, we 
obtain a simpler expression, that is an explicit function of x in finite form. 
Generally, the transformation amounts to taking x outside the integral sign. 

Consider first of all the function xtt. 
If f.1 is positive, xtt is continuous for all values of x. Hence 
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is always a value of a~(xJ.l). This integral, however, is equal to 

1 11 J.l-V(l )-11-1 J.ld II(J-l) J.l-II 
X -y Y y= x. 

II( -v - 1) 0 II(J-l- v) 

Since the mth derivative of this last expression is 

by (4), it follows that, for every value of v, 

If J-l is negative, xJ.l is discontinuous for x = 0, but continuous for all other 
values of x; and so x and k must always have the same sign in the expression 
1. Now integration by parts m times yields 

as long as -v - m > O. In this way, when -v > -J-l, those integrals where 
J-l < -1 can be reduced to integrals in which the exponent of t is 2: -1. If 
the exponent is > -1, then 

belongs to the set of functions <PII' Hence 

is a value of a~(xJ.l), when -v > -J-l, and this result must be valid for all v 
by the law 

av+! _ da~z 
x z- dx' 
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If, however, {t + m = -1, then 

l x (x - t)-v-l-mtJ.L+mdt 

= (log X )xJ.L-V - (log k )xJ.L-V + X - - x dt l x ( t)J.L-V J.L-V 

k t 

= (logx)xJ.L-V + X - - x dt + cPv 1x ( t)J.L-V J.L-V 

o t 

= (log X )xJ.L-V + xJ.L-V t yJ.L-V - Y dt 
Jo 1-y 

= (logx)xJ.L-V - (\II({t - v) - \II(O))xJ.L-v. 

If we generalize this result by differentiation, we obtain the following value 
for a~(xJ.L): 

11. 

when {t is not a negative integer; 

12. 

when {t is a negative integer. 
It should be noted that the formula 11 follows from formula 12, provided 

that those constants which become expressions of the form 00/00 are treated 
appropriately, which will also be required when {t -v and {t are both negative 
integers. It is easy to see that the values given by these formulae for different 
values of v are corresponding values. This is also the reason why, in 12, we 
are unable to absorb the term containing xJ.L-V in the function cPv, as in the 
caSe where {t is a negative integer. 

If we apply a similar process to the function eX, we obtain 
13. 
a~(eX) = et(x-t)-V-1dt = eX e-yy-V-1dy = eX. 1 jX 1 100 

II( -v - 1) -00 I1( -v - 1) 0 

The derivations of log x can be found by the same method, or more easily 
and even for all values of v, from 6 and 12: 

14. 
1 

a~(1ogx) = a~a;;lx-l = II(-v) ((1ogx)x-V - [\II(-v) - \II(O)]x-V). 
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By applying rules 7 to 10, the derivatives of sinx, cosx, tanx and arc tan 
tt: can be deduced with the greatest of ease from 13 and 14. 

Finally we remark that the theory set out above can, with equal trustwor­
thiness, be extended to the case where the quantities concerned are assigned 
imaginary values. 
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xx. 

New theory of residual charge in apparatus for static charge. 

1. 

Preliminary remarks. 

Professor Kohlrausch has succeeded in subjecting the formation of resid­
ual charge in apparatus for static charge to precise measurements. This 
was the basis of a theory that accords with these observations published in 
Poggendorff '8 A nnalen1. The exactitude of these measurements stimulated 
Ine to test against them a law for the motion of electricity, that is plau-
1:!1ble on other grounds. In the form of the law given for this purpose, it 
l},pplies to the motion of electricity in all ponderable bodies, but only under 
the hypothesis that the bodies considered are relatively at rest, and that no 
noticeable thermal and magnetic (or electrically induced) effects and influ­
{mces occur. For the purpose of unrestricted applicability, some reworking 
Hnd supplementation are required, which I will take up elsewhere. 

In the following article, drawn from a written communication to Pro­
f~~ssor Kohlrausch, this new theory of residual change is not self-contained, 
but developed in conjunction with his theory. I did not attempt to reduce 
phenomena directly to that theory. Accordingly I have used the concepts 
used by Professor Kohlrausch in his paper (electrical moment of an isolated 
wall, tension, total charge, disposable charge, residual charge) to express the 
underlying ideas here. I have further taken into consideration his method of 
treatment in several respects. 

2. 

The law on which the calculation is based. 
Let t denote time, x, y, Z rectangular coordinates, p the density of electric 

charge at time t at the point (x, y, z). Let u be (4n) -1 times the (Gaussian) 
potential of all electrical quantities acting at (x, y, z) at time t, 

1 J p' dx' dy' dz' 

u = 4n J(x - X')2 + (y - y')2 + (z - z')2' 

11. vol. 91, p. 56. 
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where p' dx' dy' dz' denotes the electric charge of the element dx' dy' dz' at time 
t. Then 

82u 82u 82u 
8x2 + 8y2 + 8z2 = -po 

The laws to be applied here for the motion of electricity interior to a 
homogeneous ponderable body, with the conditions under discussion, are as 
follows. 

I. The electromotive force at point (x, y, z) at time t is made up of two 
terms: one conforming with Coulomb's law, with components proportional 
to 

8u 8u 8u 
8x' -8y' - 8z' 

and another with components proportional to 

8p 8p 8p 
- 8x' 8y' - 8z' 

Together the components become 

_ 8u _ (32 8p _ 8u _ (32 8p _ 8u _ (32 8p 
8x 8x' 8y 8y' 8z 8z' 

Here (3 depends only on the nature of the ponderable body. 

II. The current intensity is proportional to the electromotive force. Thus 

_ 8u _ (32 8p = a~, _ 8u _ (32 8p = a'T}, _ 8u _ (32 8p = a(. 
. 8x 8x 8y 8y 8z 8z 

Here a is a constant depending on the nature of the ponderable body, and 
~,'T}, ( are the components of the current intensity. 

With the inclusion of the kinematic law 

we obtain the equations 

8p 8~ 8'T} 8( _ 0 
at + 8x + 8y + 8z - , 

340 



Riemann, Collected Papers 

for2 u. 
If we take the length f3 and the time a as unity, we have 

This gives a partial differential equation for u of first degree with respect 
to t, and of fourth degree with respect to the space coordinates. The de­
termination of u interior to the ponderable body at a given time requires, 
in addition to this equation, one condition at each point of the body at the 
start time, and two conditions at each point of the surface at all subsequent 
times. 

3. 

Plausible interpretation of the above law. 

In the previous section the law of motion of electricity is expressed in 
concepts that are customary in our present theory of electricity. However, 
this interpretation admits a reworking, apparently leading to a somewhat 
more accurate and complete picture of the actual context. 

2 Accordingly the equations for equilibrium (in an electronically isolated conductor) are 

or 

( CPU cPu cPu) 
u - (32 8x2 + 8y2 + 8z2 = const. 

For current equilibrium or moving equilibrium in a constant closed circuit, the equations 
are 

or 

8p =0 
8t 

2 (82p 82p 82p ) 
P - (3 8x2 + 8y2 + 8z2 = o. 

If the length (3 is very small compared to the dimensions of the body, then u - const. (in 
the first case) and p (in the second) decreases very rapidly away from the surface and is 
very small throughout the interior. Indeed, these quantities change with distance p from 
the surface approximately of order e-p / f3 , as long as the radius of curvature remains very 
large compared to (3. This must be assumed to be the case for metallic conductors. 
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Instead of assuming a natural cause that strives to move positive electric­
ity at the point (x, y, in the direction of the three axes with force 

ap 
ax' 

up 
uy' 

up 
uz 

and negative electricity in the opposite sense, we may assume a natural cause 
that strives to decrease positive electrical charge, and increase negative elec­
trical charge, with intensity (32p at (x, y, z). One can regard this cause as a 
resistance of ponderable bodies to the holding of static electrical charge, or 
resistance to an electrified state. 

Likewise, the elecromotive force with components 

au au au 
-- -- --ax' ay' az 

can be replaced by a cause, having intensity u at the point (x, y, z), which 
strives to reduce the density of electricity having the same sign, and to in­
crease density in the case of opposite signs. 

However, we need not assume the existence of two different kinds of elec­
trical charge, and treat p dx dy dz as the excess of positive over negative 
charge for the element dx dy dz, in order to give the quantity p physical sig­
nificance. Rather one can essentially go back to Franklin's interpretation of 
electrical phenomena, perhaps in the simplest form via the following hypoth­
esis. 

The ponderable body that is the location of the electrical charge fills space 
continuously and with uniform electrical capacity inversely proportional to 
its resistance, which the density of the actual electrical charge contained 
in it steadily approaches indefinitely closely. With an excess or a defect of 
electricity (positive or negative electrical charge) the ponderable body takes 
on a positive or negative electrical state according to which it strives to 
increase or decrease the density of the electricity it contains, and does so 
with a force equal to the density of electrical charge p multiplied by a factor 
depending on the nature of the body (its antielectric force). For its own part 
the electricity takes on a state, tension, with the appearance of electrical 
charge, according to which it strives to decrease its density (or for negative 
tension, to increase it). This tension is measured by a quantity u depending 
on all elements of electrical charge according to the formula 

1 J p' dx' dy' dz' 

u = 411" J(x - X')2 + (y - y')2 + (z - Z')2' 
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also via the law 
cPu 82tl 82 u 
8T2 + 8y2 + - = -p, 

with the condition that u remains infinitely small at infinite distance 
from electrical charge. Electricity moves relative to the ponderable body with 
It velocity which is equal, at a given instant, to the electromotive force arising 
from this cause. 

However, this law of motion of electricity, if we take account of its relation 
to heat and magnetism in the calculation, would have to be modified and 
l'tlCast, and a modified interpretation of these phenomena would be needed. 

4. 

Treatment of the problem of formation of residual charge. 
Expression of the quantities to be determined in terms of the 

potential. 

I now turn to the study of the formation of residual charge. I concern 
myself first with expressing the quantities to be determined in terms of the 
potential or rather, in order to simplify the calculation, in terms of the func­
tion u proportional to the potential. For greater convenience of physicists 
less accustomed to the abstract approach, I have treated the potential as 
the measure u of a force, the tension, which at the point (x, y, z) strives to 
decrease the density of electricity. Thus at (x, y, z), the components of the 
electromotive force arising from the potential are 

8u 8u 8u 
- 8x' - 8y' - 8z . 

We must take as unit of tension that which occurs interior to a sphere of 
t"adius 1 due to the distribution of electricity on its surface with density 1; 
Of, as the unit of electrical force, the force produced by the quantity 47r of 
electricity at unit distance. To simplify the calculation, we further introduce 
(t as unit time, f3 as unit length. If we let the unit of electromotive force 
depend on the unit of electricity in the fashion assumed here, then a and f32 

are measures of electrical resistance (electrom<?tive f?rce) and contraelectric 
current mtenslty 

: ( force of the body ) . 
force density of electric charge of the ponderable locatlOn. 

As a discussion of the above observations, the solution of the following 
problem will suffice. We determine the variations of electrical charge in the 
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interior of a uniformly thick homogeneous wall when the surfaces, covered by 
perfect conductors, take up equal quantities of electricity of opposite signs 
and possess no electromotive force (no contact effects are found in them). 
We further suppose that the dimensions of the surfaces may be treated as 
infinitely large compared to the thickness of the wall (that is, the influence 
of the boundary and the curvature are negligible). 

We take the origin of coordinates in the center of the wall, the x-axis per­
pendicular to its surfaces, and denote its half thickness by a. The expression 
for the wall is a > x > -a; U is a function of x only, and 

Hence 

{Pdx~(:t-(':~t· 
The quantity of electricity per unit area contained between two values of 
x, expressed geometrically, is equal to the difference between the slopes of 
the tangents to the tension curve, that is, the curve whose ordinate is u for 
abscissa x. If no static charge exists, this curve is piecewise linear. It is 
continuous, convex from above (that is, for locations with greater ordinates) 
where the static charge is positive, and convex from below where negative. 
It changes direction for values of x comprising a finite set. 

Thus the tension produced by charging, or destroyed by a discharge, will 
always be represented by a curve of form A (see Figure 1). That is, if its 
value at the plates is U a , U-a , and therefore in the center is 

U a + U-a 

2 
=Uo, 

then in the interior the value is 

x 
Uo + - (ua - uo). 

a 

With the penetration of electricity into the interior, the tension curve 
takes the form B. The combination of opposite electricities per unit area is 
equal to the slopes of the tangent to B in the center, 
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A B c 

1) Tension curve of the total charge. 

2) Tension curve of the disposable charge. 

3) Tension curve of the residual charge. 

c 
'lb 

D 

3 

Total charge = ac, disposable charge = ab, residual charge = be. 

Figure 1: tension curves. 

The electrical moment is 

that is, the tension difference between the surfaces. 
The tension at the plates is neutralized by a discharge. The tension 

destroyed is thus U a , U-a at the plates, and 

x 
Uo + - (ua - uo) 

a 

in the interior. The disposable charge is 

1 
- (ua - uo) 
a 

per unit area. The tension remaining in the interior is 

x 
U - Uo - - (ua - uo) 

a 

and the latent residual charge per unit area is 

- - - (ua - uo). (au) 1 
ax 0 a 
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The quantity of electricity passed on at the surface x = a with the discharge 
IS 

1 

a 
- uo). 

5. 

Solution of the problem in the simplest case, where no outflow 
and inflow occurs through the surfaces. 

After this outline, and geometrical representation of the quantities to be 
found, I pass to their calculation according to the stated laws. First I treat 
the case where initially no free electricity exists in the interior, and a unit 
quantity per area passes through the surfaces, while afterwards there is no 
outflow or inflow through the surfaces. 

The conditions for the determination of u are: 

a2u 
ax2 = -p, for t > 0, a > x > -a; 

au 
- = 1 for t = 0, a > x > -a; ax 
au au ap 
ax = 0, - + - = ° for t > 0, x = ±a. ax ax 

The last condition expresses the property that in the surfaces the quantity 
of electricity, as well as the flow, and hence the electromotive force, vanishes. 

These conditions are satisfied by two expressions, one useful for small 
values, and the other for large values, of t. 

For brevity, let 

and 

Then the expressions in question are firstly 

U ~ Uo ~ e t [x + ji t, ( >P ( a(2n ;J ~ x) ~ >P ( a(2n ;J + x) ) 1 ' 
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1S<:condly 

The determinations that ensue are: 

for the distribution of electricity, 

for the total charge 

for the disposable charge, 

for the residual charge, 
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6. 

Reduction of the general problem to this simplest case. 

We now reduce the general case, where outflow and inflow occur through 
the surfaces, to this simplest case. Let X( t) be the expression for the tension 
difference u - Uo at time t in the simplest case; for negative t, let X(t) = 0. 

If we now determine the tension produced when the charge ±J-L passes 
through the surfaces x = ±a at time 0, then ±J-L' at time t', ±J-L" at time 
t", ... , we have 

u - Uo = J-LX(t) + J-L'X(t - t') + J-L"X(t - t") + ... 

since this value satisfies all the conditions specified for its determination. 
In the case of continuous outflow and inflow of electricity, we have 

i t dJ-L 
U-'Uo= x(t-T)-dT 

o dT 

where ± ~ denotes the flow of electricity into the interior through the sur­
faces x = ±a during the time element dT. 

One can combine the two expressions into the expression 

u - Uo = it x(t - T)dJ-L 

where ±dJ-L denotes the electricity arriving at the surfaces x = ±a in the 
time element dT, where this is either a finite quantity, or proportional to dT, 
depending on whether a sudden charge or discharge, or a continuous outflow 
or inflow, occurs. 

From these expressions for the tension, it follows that 

In these formula, the time units have duration n, the length is in units 
(3. In order to introduce familiar units, we need only replace a and x by ~, 
:!i.. t and T by 1. I.. . 
/3' a' a 
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7. 

Comparison of the calculation with observations. 

We now compare the formula obtained with the actual course of resid­
ual charge formation, as established very precisely in Professor Kohlrausch's 
measurements published in Poggendorff's Annalen. Perhaps it is most conve­
nient to proceed from the fact that the charge curve approximates a parabola 
with gradually decreasing parameter; that is, the quantity L0:/tLt gradually 
di::creases. 

By virtue of the formula derived for Lt , Lo - Lt is proportional to Vi for 
very small values of t, indeed, 

Lo - Lt _ 2 ({32) 1/2 
---=:,-- - Lo- -

Vi Vii a2a 

As a consequence of the measurements, one must assume that this propor­
tionality still occurs approximately throughout the observations. 

Accordingly we can give a rough approximation to the time ~~ a from 
observations. In fact, 

is then a function that decreases slowly with increasing t. Nevertheless, L0:/tLt 

would increase with t if one assigned a suitable value to ±. The same thing 
also appears to occur if one assumes a considerable loss through the air, at 
least if one takes Coulomb's law as a basis for this. 

Hence for the first treatment of the observations, we take the time a 
(that is, the resistance of glass for the electromotive force conforming to the 
Coulomb law) to be infinitely large, neglect the loss through the air and 
at first restrict ourselves to the investigation of how far the corresponding 
determination of a2a/ {32 satisfies the observations. 

Once we have convinced ourselves that the hypotheses of the calculation 
are approximately correct, a more precise comparison with observations is 
wasted labor if we do not have the opportunity to find the source of the dif­
ferences between calculation and experimental observation in order to make 
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the necessary corrections to the calculation due to departures from our as­
sumptions. Since I lack the means for experimental study of the subject, I 
must forego its further pursuit for the present. 

8. 

Relation of this problem to electrometry and the theory of 
related phenomena. 

The quantity ~, approximately 2~OO for the bottle b, gives the quotient 

contraelectric force of the glass of the bottle in absolute measure if we take 
resIstance ' 

the thickness of the glass as unit of length and the second as unit of time. 
For this determination it does not matter how the unit of electromotive force 
is made to depend on the unit of electrical charge. The constants ex and {32 
would, however, give the resistance and the contraelectric force in different 
units from those of Weber, where the unit of electromotive force is specified 
via the influence of a unit charge according to Ampere's law. 

For comparison of the case investigated here with phenomena on good 
conductors, the treatment of the steady state with tension difference held 
constant at the surfaces (or, constant inflow) serves. For this, we have 

h d h [Pu x -x 
t e ensity in t e interior: p = - ax2 = e - e , 

the tension: u = Uo - eX + e-X + x( ea + e-a ), 

the difference in tension of the surfaces: 

ua - U-a = 2(a(ea + e-a ) - (ea - e-a )), 

the total charge: (~~)o = ea + e-a - 2, 

the residual charge: 
a 

and the quantity of flow in unit time: 

au ap (a -a) -+-=-e+e ax ax 
or the proportionate quantities, where for simplicity we have as above taken 
ex as unit of time, {3 as unit of length, and the unit of tension as the tension 
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interior to a ball of radius 1 when electricity is distributed on the surface 
with density 1. 

It seems to me particularly important to test the proposed law, or alter­
natively to determine the constants a and (3, for gases. The observations 
of Riess3 and Kohlrausch4 , according to which the electrical loss in air in a 
dosed space does not obey Coulomb's law, can perhaps serve as a starting 
point for this investigation. For this purpose it would certainly be desirable 
to have a set of measurements on the electrical loss interior to a somewhat 
regular closed space. 

3 Pogg. Ann., vol. 71, p. 359. 
4pogg. Ann., vol. 72, p. 374. 
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XXI. 

Two general theorems on linear differential equations with 
algebraic coefficients. 

( 20th February 1857.) 

It is well-known that every solution of a linear homogeneous differential 
equation of order n can be expressed as a linear combination, with constant 
coefficients, of n independent particular solutions. If the coefficients of the 
differential equations are rational functions of the independent variable x, 
then each branch of the (generally) multi-valued functions which satisfy the 
equation can be expressed for each x as a linear combination of n single-valued 
functions, though admittedly these must be discontinuous along certain sys­
tems of lines. If, however, the coefficients are algebraic functions of x, which 
can be expressed rationally in terms of x and a fL-valued algebraic function 
of x, then there will be, for each branch of this fL-valued algebraic function, 
a group of n independent particular solutions. In this case, every branch of 
a solution of the differential equation can be expressed as a linear combina­
tion of at most fLn single-valued functions, but of these only n can belong 
to the same group. After these preliminary remarks it will be clear that the 
following theorems apply to all linear differential equations with algebraic 
coefficients, because every non-homogeneous linear differential equation can 
easily be transformed into a homogeneous equation of the next higher order. 

Let Yl, Y2, ... ,Yn be functions of x which for all complex values of this 
variable are single-valued and finite except at a, b, c, ... ,g, which, when x en­
circles one of these branch points, become linear combinations with constant 
coefficients of their former values. 

In order to determine these combinations more precisely, let us separate 
the complex domain into two regions by means of a closed line passing suc­
cessively through all the branch-points (g, . .. , c, b, a) so that within each of 
these regions the individual functions vary continuously. Suppose that the 
values of the functions in the region on the positive side of the line have been 

n n 

given. A circuit of x around a now takes Yl to L A~l)Yi; Y2 to L A?)Yi; ... ; 
i=l i=l 

n 

Yn to L A~n)Yi' A circuit around b takes Yv to L Bi(v)Yi, ... ; a circuit around 
i=l 

9 takes Yv to L G~v)Yi' 
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For brevity, we write (y) for the system (Yl, Y2, ... , Yn), (A) for the system 
of coefficients 

A (1) 
1 

A(2) 
1 

and (B), ... , (G) for the corresponding systems of B's, ... ,G's. Write (A) (y) = 
( )() ~ (1) ~ (2) ~ (n) 
A Y1,···, Yn for the system of values L Ai Yi, L Ai Yi,"" L Ai Yi 

formed from (y) via the system of coefficients (A). Thus the following equa­
tion holds between these coefficient systems: 

(1) (G)(F) ... (B) (A) = (0). 

Here (0) denotes a coefficient system which changes nothing, that is the 
coefficients in the diagonal from top left to bottom right are 1, and the 
others are O. In fact, if x travels along the positive edge of the boundary 
between one branch-point and the next, and then encircles in a positive di­
rection the branch-point itself, the functions (y) successively become (G) (Y), 
(G) (F) (y), ... , and finally (G) (F) ... (B) (A) (y). The same result is achieved 
if x moves along the negative edge of the boundary, or runs over the whole 
boundary of the region on the negative side, which must take (Yl,"" Yn) 
into its former value since it is single-valued in this region. 

A system of n functions having the above properties will be denoted by 

Q (a be··· 9 ) 
ABC ... G X ' 

We shall now consider as belonging to the same class all systems whose 
branch-points, and corresponding linear substitutions satisfying the equation 
(1), take given values. As will soon become clear, there are infinitely many 
systems in a class. By an easily proved theorem often used by Jacobi, every 
linear substitution can, generally speaking, be decomposed into the product 
of three substitutions, of which the last is the inverse of the first, and the 
middle one has zero coefficients except on the diagonal. The effect of the 
diagonal substitution, applied to given variables, is simply to multiply each 
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by a factor. For example one can write 

(A) = (a) {~1.~2.::: .. ~.1 (a)-l 
o 0 ... An 

where (a)-l is the inverse of (a). 
The quantities A are the n roots of an equation of degree n, determined by 

(A). In the case where this equation has equal roots, the middle substitution 
has to be given a modified form. For simplicity we exclude this special 
case for now, and assume that it does not arise in the decomposition of the 
substitutions (A), (B), ... , (G). The substitution (a) can be transformed 
irito 

(a) I~ .. ~ .. :::.~.l 
o 0 ... fn 

by post-multiplication by a diagonal substitution. In this form, all possi­
ble values are included, as is clear from the equations that determine the 
substitution. 

When x makes a positive circuit around the branch-point a, the values 
of the functions y change from (Ph P2, ... ,Pn) into (A) (p). The values of the 
functions derived from (y) by the substitution (a) -1, 

change from (a)-l(p) to 

or, in other words, from (Zl' Z2, . .. ,zn) to (A1Z1, A2Z2,' .. ,AnZn). 
If a function Z is multiplied by a constant factor A when x makes a 

positive circuit around a branch point a, then Z can be transformed through 
multiplication by a power of x - a into a function of x - a that is single­
valued in the neighborhood of a. In fact, (x - a)/-t acquires the factor e/-t21fi 
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when x makes a positive circuit around a. Thus if one determines /-l so that 
etL27ri = A, taking /-l = l~;:, then z(x - a)-tL will be a single-valued function 
for x = a. This function can be developed as a series in integral powers of 
x - a, and the function z itself in powers that differ from /-l by integers. 

Thus Zl, Z2, . .. ,Zn can be developed as series in powers of x - a with 
exponents of the form 

log Al log A2 log An 
-2-·- + m, -2-·- + m, ... , -2-·- + m, 

1f't 1f't 1f't 

where m denotes an integer. 
We shall now assume that the functions Y are never infinite of infinite 

order, so that these series have only a finite number of terms with a negative 
exponent. Denote by /-ll, /-l2, .•. ,/-In the lowest exponents in these series, so 
that 

( ) -tLl ( )-tLn Zl X - a , ... ,Zn X - a 

have finite non-zero values. Obviously the difference between any two of 
the quantities /-ll, /-l2, ... ,/-In can never be an integer because the values of 
AI, ... , An are all distinct. On the other hand, the values of the corresponding 
exponents in two systems belonging to the same class must differ by integers, 
because the quantities AI, ... ,An are determined by (A). These exponents 
therefore serve to distinguish the different systems of functions belonging to 
the same class, or rather to arrange them in groups, and it is sufficient, when 
the system is known, to give the substitution (a) rather than (A), because 
the quantities AI, ... ,An are already determined by (A). We therefore use the 
following notation to characterise the system (Yl, Y2, ... ,Yn) more exactly: 

a b 9 
(a) (;3) (0) 

Q /-ll VI PI X 

.................. 
/-In Vn Pn 

Here the quantities in the columns have the meanings for b, ... , Y correspond­
ing to those in the first column for a. It is readily seen that every system 
can be regarded as a particular case of another system, in which some or all 
of the corresponding exponents are smaller. 

It is not difficult to show now that, between any n + 1 systems belonging 
to the same class, there must exist a linear homogeneous equation whose 
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coefficients are polynomials in x. We distinguish the corresponding quanti­
ties in these n + 1 systems by upper indices. Suppose that the following n 
equations connect them: 

(1) (n) 
aOYI + aIYI + ... + anYI = 0, 

(2) 
(1) (n) 

aOY2 + aIY2 + ... + anY2 = 0, 

(1) (n) 
aOYn + alYn + ... + anYn = 0. 

Then the quantities ao, al, . .. ,an must be proportional to the determinants 
of the systems obtained by omitting from the n( n + 1) quantities Y the first, 
second, ... , (n + 1)-th columns respectively. A determinant 

of this kind acquires a factor Det A when x makes a positive circuit around 
a, and cannot become infinite of infinite order for x = a. It can therefore 
be expressed as a series in powers of x - a that increase in steps of 1. To 
determine the smallest exponent in this expansion, the determinant can be 
put into the form 

Det( Q) L ±z?) z~2) ... z~n). 

In the last determinant, the first term zi1) Z~2) ... z~n) is 

multiplied by a function which has a non-zero finite value for x = a. Thus 
the smallest exponent in the expansion of this term in powers of x - a is 

By permuting the upper indices, the terms with the lowest exponents in 
the expansions of the other terms can be found. It is clear that, generally 
speaking, the exponent sought is the smallest of these values, and in any case 
cannot be smaller. If we denote by p, the smallest of these values, and by 
iJ, ... , j5 the corresponding values for the other branch points, then 
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is a function of x, finite and single valued for all finite complex values of X:, 

which becomes infinite of an order not exceeding -(P+D+ .. -+,0) for x = 00. 

Hence it is a polynomial degree at most - + D + ... + . This 
must be a non-negative integer if the function does not vanish identically. 

The minor determinants, which are proportional to the quantities ao, aI, ... , 
an, thus behave like polynomials multiplied by powers of x-a, x-b, ... , x-g, 
whose exponents in the various minor determinants differ by integers. The 
quantities ao, aI, ... ,an behave like polynomials and can be replaced by these 
in the equations (2), and the theorem is proved. 

The derivatives of the functions YI, Y2, ... ,Yn with respect to x obviously 
constitute a system belonging to the same class. For the derivatives of the 
functions (A)(YI' Y2, ... ,Yn), into which (YI, Y2, ... ,Yn) are transformed when 
x makes a positive circuit around a, are 

( dYI dY2 dYn ) 
(A) dx' dx ' ... , dx ' 

since the coefficients in (A) are constants. This remark yields two corollaries 
of the above theorem: 

and 

"The functions Y of a system satisfy a differential equation of order 
n, whose coefficients are polynomials in x. " 

"Every system of functions belonging to one class can be expressed 
as a linear combination, with rational coefficients, of these functions 
and their first n - 1 derivatives." 

With the help of the latter corollary, we can give a general expression 
for the systems which constitute a class, from which it can immediately 
be seen that, as mentioned above, the number of systems is infinite. We 
apply this result here only to find the systems which have in common not 
only the same substitutions but also the same exponents. For an arbitrary 
system YI , Y2 , ... ,Yn with the same substitutions and the same exponents 
as YI, Y2, ... ,Yn, it follows from the corollary that, denoting derivatives in 
Lagrange's manner, we obtain n linear equations of the form: 

y; b b f b (n-I) 
Co I = OYI + IYI + ... + n-IYI , 

y; b b f b (n-I) 
Co 2 = OY2 + IY2 + ... + n-IY2 , 

1.7 b b f b (n-I) COIn = OYn + lYn + ... + n-IYn , 
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where the coefficients are polynomials in x. 
The function Co depends only on the functions y, and there is a finite 

upper bound to the degree of the polynomials b, so that they have only a fi­
nite number of coefficients. Conversely, in order that the functions Yi, ... , Yr, 
produced by these equations should have the desired properties, the coeffi­
dents must be such that, for the branch points, their exponents must not 
be less than those of the functions y, while for all other values of x they re­
main finite. These conditions give a set of simultaneous linear homogeneous 
(~quations for the coefficients of the powers of x in the polynomials b. The 
solution, in the case where these equations suffice to determine the coeffi­
cients, shows that the most general value of the functions (Y) is of the form 
const. (y). Otherwise, the general solution takes the form 

with arbitrary constants k, k1' ... ,km . These arbitrary constants can always 
be determined successively as functions of the others in such a way that the 
initial term in the development of the functions (a)-l(y), (,B)-l(y), ... , (£1)-l(y) 
vanishes, thereby ensuring that the sum of the exponents increases each time 
by at least 1. The final exponent sum is increased by at least m, reducing 
the number of arbitrary constants by the same amount. In this way, we 
can always derive from every system of n functions another one with greater 
exponents whose character is fully determined, apart from a constant factor 
(common to all functions) by the matrix of substitutions and the exponents. 
This common factor is now also determined if the coefficient of the lowest 
power of x - a in the expansion of the first of the functions (a) -1 (y) is set 
equal to 1, so that the functions yare uniquely determined. 

If we take care to note how the behavior of the functions varies with the 
position of one of the branch-points, for example a, we arrive at the theorem 
that the quantities y constitute an analogous system of functions of a as of 
x, whose branch points are b, c, d, ... ,x, and whose substitutions are formed 
by the composition of (A), (B), ... , (F). 

In the case where it is not possible to make the functions vary with a 
in such a way that all the substitutions stay constant (because the number 
of arbitrary constants in these substitutions is smaller than the number of 
conditions necessary to achieve this), we can regard the system as a particular 
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case of a system with smaller exponents in which for these special values 
of a, b, ... ,g the coefficients of some of the inItial terms in the series for 

-1 , ... , -l(y) vanish. 
It follows from this theorem that the quantities Yl, Y2, -... ,Yn represent 

functions of the p variables a, b, ... ,g, x, which when all variables resume 
their original values, either take their original values or are transformed into 
linear combinations of the original values. The substitution with constant 
coefficients in question is a certain composition of the p - 2 arbitrarily given 
systems (A), (B), (C), ... , (F). 

I refrain for now from further study of these functions of several variables 
and the various aids afforded by this last theorem in the solution of linear 
differential equations. I merely remark that an integral of an algebraic func­
tion can be regarded as a special case of the functions treated here. Applying 
these principles to an integral of this kind leads to functions which represent 
general O-series with arbitrary moduli of periodicity. 

Determination of the form of the differential equation. 

Our next task, in developing the theory of linear differential equations 
via these principles, is to find the simplest system in each class. To this 
end we need to determine more closely the form of the differential equation. 
Following Lagrange, let y(1), y(2) , ... ,y(n) denote successive derivatives of y; 

then the equations (2) represent the differential equation which they satisfy. 
The degree of the polynomials that can be taken as coefficients can be 

determined in the following manner. Each differentiation with respect to x 

reduces by 1 each of the exponents of the characteristic, assuming that none 
of these exponents is an integer. Thus 

remains everywhere finite and single-valued. Here 

__ """ . _ n( n - 1) __ """ . _ n( n - 1) __ """ . _ n( n - 1) 
fJ, - ~ fJ,~ 2' 1/ - ~ l/~ 2' ... , p - ~ p~ 2' 
iii 

For x = 00, since the functions y remain finite and single-valued, 
I: ±Yly~l) ... y~n-l) is infinitely small of order n(n - 1). The degree of the 
polynomial Xo is therefore 

n(n - 1) 
r = (m - 2) 2 - s, 
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where m denotes the number of branch points and s the sum of the exponents 
in the characteristic. 

If, in the in the matrix of the n( n+ 1) elements y, one omits column n+ 1-t 
instead of the last column, the corresponding determinant has, in general, to 
be multiplied by powers of x-a, x-b, ... , x-g whose exponents are increased 
by t. The determinant becomes a polynomial of degree r + (m - l)t, [for 
t = n, however, this degree has the value r + (m - 2)n]. 

The differential equation can therefore be put in the form 

Xny + wXn- 1y' + ... + wn Xoy(n) = o. 

Here 
w = (x - a)(x - b) ... (x - g). 

The X t are polynomials of degree r + (m -l)t. [Xn has degree r + (m - 2)n]. 
We now consider what conditions have to be satisfied by the coefficients 

of these polynomials if a, b, ... ,g are to be the only branch points and the 
exponents of discontinuity have assigned values. A branch point does not 
occur, if and only if all the solutions of the differential equation can be 
expanded in a series in integral powers of the increment of x, or as long as 
the expansion by Maclaurin's theorem of the function y contains n arbitrary 
constants. This is always the case when an is nonzero. Only the case an = 0 
needs further investigation. We write the differential equation in the form 

In order that the function y should have the prescribed character in the 
neighborhood of x = a, 1-£1, ••• ,I-£n must all be roots of the equation 

This gives n conditions for the functions X. Moreover, since all the 1-£ must 
be finite and distinct, bn must be non-zero for x = a. The same must hold 
for the other roots b, c, ... ,g of w = O. Hence the equations Xo = 0 and 
w = 0 can have no common root. 

Now if, (for some root of Xo = 0) an = 0, an-l =I 0, then for this root 
y, y', ... ,y(n-2) can be assigned arbitrarily, while y(n-l) is determined by the 
differential equation 
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Thus while there will be n - 1 arbitrary constants in the first n - 1 terms 
of the Maclaurin expansion, the last constant appears at the earliest in 

+ term. Let us assume that it first appears in term n + h. 
We now eliminate the quantities y(n+h~2), ... , in the h-th derivative 

of the differential equation: 

any(n+h) + (ha~ + an~l)y(n+h~l) + ... = 0, 

using the previous derivatives and the differential equation itself. The coef­
ficients of y(n+h~l), y(n~2), y(n~3), ... ,y must all vanish, since these functions 
are linearly independent. We obtain 

ha~ + an~l = 0, 

and so a~ i= O. There are n - 1 further equations, giving n conditions for the 
coefficients of the functions X. 

Let us now, secondly, suppose that an and an~l vanish simultaneously, 
while an~2 remains finite, so that the first n - 2 terms of the Maclaurin series 
contain n - 2 arbitrary constants. Suppose that the next constant appears in 
term n + h - 1 and the last in term n + hi - 1. For y(n+h~2) and y(n+h/~2) to 
be independent of the values of the derivatives of lesser order, the following 
equations must hold: 

a~ = 0, 

h(h-l) " I 

2 an + han~l + an~2 = 0, 

hi (hi - 1)" I I 

2 an + h an~l + an~2 = O. 

Thus a~ and a~~l must be different from zero, and there are 2n - 3 other 
equations. Consequently two linear factors of an are 0, and there are 2n 
conditions for the functions X. 

Similarly, consider the case where an, an~l, an~2 vanish simultaneously, 
but an~3 remains finite, while the last three arbitrary constants first make 
their appearance in terms n + h - 2, n + hi - 2, and n + h" - 2 respectively. 
We find the conditions 

I 0 " 0 I 0 an = , an = ,an~l = , 

h(h - l)(h - 2) /II h(h - 1)" h I - 0 
1.2.3 an + 2 an~l + an~2 + an~3 -
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h, h', h" together with 3n - 6 other equations, so that an has three and 
three equal roots, and 3n conditions have to be fulfilled. By an obvi­

generalization of this argument, each linear factor of Xo gives rise to n 
. tions between the functions X. 

We now suppose that one of the singular points, for example g, is at 
, and denote by w the polynomial of degree m - 1, 

w = (x - a)(x - b) ... 

We denote the minor determinants of order n formed from the matrix 

I (n) 
Yl Yl ... Yl 

I (n) 
Y2 Y2··· Y2 

I (n) 
Yn Yn ··· Yn 

by ~o, ~l' ... ,~n, so that Yl, Y2, . .. ,Yn are particular solutions of the differ­
ential equation 

The function 

is then, as noted above, a polynomial in x whose degree can be deduced from 
a consideration of the singular point x = 00. Thus, if Tt denotes the degree 
of X t , 

where 

Tt = T + (m - 2)t, 

T = (m - 2) n(n - 1) - s 
2 

is the degree of Xo and 

is an integer. 
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The differential equation for Y can now be put into the form 

Since there are r zeros of the function Xo which do not belong to the set 
of singular points, from the preceeding considerations there must exist rn 
conditions between the constants in this differential equation. 

Consequently there still remain in the differential equation the following 
number of constants at our disposal (since one of these constants may be put 
equal to 1): 

'" n(n + 1) L...-(rt + 1) - 1 - rn = r + n + (m - 2) 2 . 

Replacing r by its value, we obtain 

-8 + (m - 2)n2 + n. 

In an arbitrary system of n particular solutions Yb Y2, ... ,Yn which gives rise 
to n 2 constants of integration, there are 

-8 + (m - 1)n2 + n 

undetermined constants. 
The number of coefficients in the substitutions (A), (B), ... (G) is mn2 

and therefore this is the number of conditions which have to be satisfied 
when these coefficients are arbitrarily prescribed. However the substitutions 
are restricted by the relation (1), so that n 2 of the conditions are identical 
consequences of the others. This leaves (m -1 )n2 conditions, and the number 
of constants still available is n - 8. This number must be at least 1, because 
a factor common to all the Y must remain arbitrary, and consequently 

8=::;n-1. 
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XXII. 

A mathematical work that seeks to answer the question posed by 
the most distinguished academy of Paris. 

'Determine the calorific state of an indefinite solid homogeneous body 
so that a system of isotherms, at a given instant, remain isotherms after 
an arbitrary time, in such a way that the temperature at a point can be 
expressed as a function of time and two other independent variables.' 

Et his principiis via sternitur ad majora. 

1. 

We shall treat the question posed by the most distinguished academy in 
such a way that we answer the following more general question first: 

What must be the properties of a body, which determine its conduc­
tion and distribution of heat, so that a system of lines exists that remain 
isotherms? 

Then: 
from the general solution of this problem, we select those cases in which 

the properties are the same at any two points, so that the body is homoge­
neous. 

First part. 

2. 

In order to undertake the first question, consider the conduction of heat 
in an arbitrary body. Let u denote the temperature, at time t, at the point 
(Xl, X2, X3). The general equation, according to which the function u varies, 
takes the form 

(I) 

In this equation, the quantities a denote conductivities, h denotes specific 
heat per unit volume, that is the product of specific heat and density, and 
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these are given functions of Xl, X2, X3. We restrict our investigation to the 
case which conductivity is the same opposite directions, giving the 
relation 

between the quantities a. Moreover, since heat moves from a warmer to a 
cooler place, the quadratic form 

must be positive. 

3. 

We now introduce in equation (I) in place of the rectangular coordinates 
Xl, X2, X3, three arbitrary new independent variables 81,82,83. 

The transformation of equation (I) can be very easily deduced, since this 
equation is a necessary and sufficient condition that (denoting by bu an 
arbitrary infinitely small variation in u) the integral 

(A) 

+ 1112h ~~ bu dX1dx2dx3 

taken over the body, depends only on the values of the variations bu on 
its surface. With the introduction of the new variables, the expression (A) 
becomes 

(B) 

Here, for brevity, we write 
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Let the quadratic forms 

(1) (2) 

have determinants A and B, and let the adjoint forms be 

(3) 

It follows that 

and 

Hence 

and 

" "I 
Z,Z " "I Z,Z 

h k 
A B· 

(4) 

From this it can easily be seen that the transformation of equation (I) 

reduces to the transformation of the expression L ai,i1dxi dXi'. 
i,i' 

Hence we can solve our general problem in the following way. First deter-
mine the form of functions bi,i l and k of Sl, S2, S3, so that u cannot depend on 
one of these variables alone. After the solution of this problem, the expres­
sion 2: f3i,i1dsi dsi, can be formed. We then find, given the quantities ai,i' and 
h, whether u can be a function of time and only two variables; and, if this 
is the case, whether the expressions 2: f3i,i1dsi dsi, can be brought to a given 
form. We shall see below that this question can be treated by the method 
used by Gauss in the theory of curved surfaces. 

4. 

Accordingly we first investigate the form that bi,i l and k must take as 
functions of Sl, S2 and S3, so that u cannot depend on a single one of these 
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variables. For simplicity, denote the quantities 81,82,83 by 0:, ,and the 
form (2) by 

( a, b, c) 
a', b', c' . 

If u is independent of " the differential equation takes the form 

(II) 

Here we set 

When, is given different values, we obtain from equation (II) different 
equations between the six partial derivatives of u whose coefficients are in­
dependent of ,. Suppose now that m of these equations are independent, 
say: 

FI = 0, F2 = 0, ... ,Fm = 0, 

and the others follow from these, so that the equation F = ° follows for 
arbitrary, from these m equations. Then F must be of the form 

in this expression only the quantities c depend on ,. 
Now let us examine more closely the particular cases m = 1,2,3,4. At 

the same time we simplify the equations independent of , into which the 
equation F = ° resolves. 

First case: m = 1. 

If m = 1, the ratio of the coefficients in (II) does not depend on ,. 
By introducing the new variables J k d, in place of " we can arrange that 
k = 1 and all coefficients are independent of ,. Further, by introducing new 
variables in place of a and 13, we can arrange that a = b = 0. This will 
indeed occur if the expression b( da)2 + 2c'da df3 + a( df3)2 (which cannot be 
the square of a linear differential equation, if (2) is a positive form) takes the 
form m da'df3' and the quantities a', 13' are understood to be independent 
variables. 
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Accordingly, in this case the differential equation (II) can be reduced to 
form a2,u 

--+e-+j-=­
ao;aj3 at 

and in the form (2) a, b are then 0; a', b' are linear functions of ,; and c' is 
Independent of ,. Thus the temperature in this case clearly remains inde­
pendent of , when the initial temperature is given as an arbitrary function 
of 0; and j3. 

Second case: m = 2. 

If equation (II) can be divided into two equations independent of " then 
~~ can be excluded from one or other of the equations. For brevity we write 
one equation as 

(1) 

and the other as 

(2) 

flu = 0, 

au 
Au = at ' 

where fl and A are definite expressions in ae., a(3. 
It is easy to see that, by changing the independent variables, the first 

equation can be brought to the form where fl is one of 

Here we do not exclude the value 0 for e, j. 
Since now 

o = atflu = flatU = flAu, 

it follows from equations (1) and (2) that 

(3) flAu = O. 

We now distinguish two subcases. 

(0;) Equation (3) follows from equation (1), that is, 

flA = 8fl 
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where 8 is a new characteristic expression; 

Equation does not follow from ( represents a new equation 
independent of fltL. 

In order to pursue the first case (a) for a particular form of fl, suppose 
that 

fl = 00.0(3 + eOa + fO(3. 

By using the equation flu = 0, the expression flAu can be reduced to a form 
containing only partial derivatives with respect to one of the two variables; all 
these coefficients must be 0. Since the term containing 00.0(3 can be removed 
with the help of the equation flu = 0, we write 

A = ao; + bo$ + cOo. + dO(3 

and form the expression 
flA - Afl. 

In this expression, since the coefficients of o~, o~ must vanish, we obtain 

~~ = 0, g! = 0. Excluding the special cases a = 0, b = 0, we can arrange 
that a = b = 1 by a change of the independent variable. If the coefficients of 
0;, 0$ are made equal to ° in the reduced expression flA, we deduce that 

oe oe od = 2 of 
0(3 = 2 oa' oa 0(3 

and it follows that we may write 

Here Tn, n denote functions of a, (3 that must satisfy two differential equations 
in order for the coefficients of 00., 0(3 to vanish in the reduced expression flA. 

In a completely similar way, we can deduce the simplest forms for fl and 
A in the other particular cases in which 

flA = 8fl 

holds. Here we shall not pursue this discussion, which is lengthy rather than 
difficult. 
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However, it is evident that the temperature always remains independent 
of I in this case, when the initial temperature is an arbitrary function of 0:, /3 
and the equation f:.'u = 0 holds. From the equations 

it follows that 

f:.u = 0, 

au 
Au = at' 

af:.u 
o = 8f:.u = f:.Au = f:.atu = at 

and the equation f:.u = 0 continues to hold, if it is valid initially and the 
function u varies according to the equation Au = ~~. Accordingly u satisfies 
the equation of heat conduction, F = O. 

5. 

There remains the second subcase (/3), where the equation f:.Au = 0 
is independent of f:.u = O. In order to include also the cases m = 3,4, we 
shall consider the more general hypothesis that, apart from f:.u = 0, there is 
a linear differential equation 8u = 0 at our disposal that does not contain 
auf at and is independent of f:.u = O. 

If f:. is of the form ana(3 + e an + f a(3, then with the help of the equation 
f:.u = 0, partial derivatives with respect to both variables can be removed 
from the expression 8. 

We now distinguish two cases. If all the partial derivatives with respect 
to one or other variable, say /3, are excluded from 8, we obtain a differential 
equation containing only partial derivatives with respect to Ct, of form 

(1) 

If this is not the case, we can obtain a differential equation of form 

(2) 

that is, one containing only partial derivatives with respect to t. 
For in this case the expressions Au, A2u, A3u , ... , which are equal to the 

partial derivatives of u with respect to t, can be transformed with the help 
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of the equations L'::.n = 0, en = 0, so that they contain partial derivatives 
with respect to only one of the two variables, derivatives not of higher order 
than those in elL. there are finitely many of these, it is clear that by 
elimination one can reach an equation of form (2). In each of the above 
equations, the au are functions of 0: and {3. 

We observe that one of these two equations will still hold when L'::. does 
not take the form 8a 8f3 + e 8a + f 8f3. The particular case L'::. = 8'j; + e 8a + 
f 8f3 can be reduced to either of the two cases concerned, because using the 
equation L'::.n = 0, we can remove partial derivatives with respect to (3 from 
en, and also from An, and this readily yields an equation of each of the 
forms concerned. The case f = 0, and the case L'::. = 8a , can be reduced to 
the previous case. 

We now examine the second case more precisely. 
The general solution of the equation 

8u n 
L:au 8tu = ° 

u 

comprises terms of form f(t)e At , where f(t) is a polynomial in t, and A is 
independent of t. It is easy to see that these individual terms satisfy an 
equation of type (I). 

We shall now show that A cannot be a function of Xl, X2, X3. 
Let ktn be the highest order term of f (t). We distinguish two cases. 

10. If A is either real, or of form j.l + 1Ii with j.l, 11 functions of a single 
variable 0: (which depends on Xl, X2, X3), then substituting n = f(t)e At in the 
left side of equation (I) yields the coefficient 

( 8 A ) 2 80: 80: 
k - a"1---

80: L, 2,2 8Xi 8Xi' 
2,2 

of tn+2eAt . 

But these quantities cannot vanish except when 

80: 80: 80: 
-=-=-=0 
8XI 8X2 8X3 ' 

that is, 0: = canst., because the form 
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as already shown, positive. 

If ).. is of form /1 + independent functions v of Xl, X2, X3, 

the quantities fL + vi, fL - vi may be taken as independent variables ()! 

and (3. Now u will contain, as well as the term f(t)e cxt , the complex conjugate 
tl;rm ¢(t)ef3t . If now 

we may substitute u = f(t)e cxt in the equation flu = O. Setting the coefficient 
of tn+2ecxt equal to 0 gives a = O. Substituting u = ¢(t)ef3t likewise yields 
c = O. Hence, by using the equation flu = 0, the equation Au = ~~ can be 
transformed in such a way that it contains partial derivatives with respect 
to only one of the two variables. But by substituting 

we find that the coefficient of each of these partial derivatives is O. Hence all 
these partial derivatives can be removed from the equation Au = ~~. Since 
by hypothesis u is not constant, this yields the desired result. 

In the latter case, then, the function u comprises a finite number of terms 
of form f(t)e At , where A is constant and f(t) is a polynomial in t. 

In the first case, when an equation of form 

(1) 

holds, the function u takes the form 

u = LqvPv. 

Here PI, P2, ... are particular solutions of (1) and qI, q2, ... are arbitrary con­
stants, that is, functions of (3 and t alone. When we substitute this expression 
m au 

Au = at' 

the outcome is an equation of form 
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Here the quantities Q are partial derivatives of q, and thus functions of /3 
and t only; on the other hand, the functions P are functions only of a and 
However, we saw above that such an equation, comprising n yields J.1 

linear equations between the functions Q and n - j1 linear equations between 
the functions P. Here the coefficients are functiolls only of /3; j1 denotes 
one of 0, 1,2, ... ,n. In this way we obtain expressions for the fff via partial 
derivatives of q with respect to /3, that do not contain a. 

We now investigate precisely the individual cases of our problem that 
belong to this case. 

If m = 2 and ~ is of form 8a 8{3 + e 8a + f 8{3, the reduced equation 
~Au = 0, in the case that it is free of partial derivatives with respect to /3, 
takes the form 

Hence u is of the shape 
ap + bq + c, 

with a, b, c functions of /3 and t alone, while p and q are functions only of a 
and /3. Now we can introduce the independent variable q in place of a. This 
yields 

u = ap+ba +c, 

where now p is a function of the two variables 0: and /3. Substituting this 
expression in the equations 

8u 
~u = 0, Au = 8t' 

one readily finds the coefficients. 
There remains the case that one of the equations, into which F ° 

divides, takes the shape (1) and thus has the form 

82u 8u 
r 80:2 + S 80: = 0. 

It follows that u = ap + b, where a and b are functions only of /3 and t, and p 
denotes a function only of 0: and /3. Introducing in place of p the independent 
variable 0:, we find that 

374 



Riemann, Collected Papers 

Thus we find that, when m = 2, that is when F = 0 splits into two equations 

llv. = 0, 

811. 
Au = -

8t' 

that either llA = ell; or the function u comprises a finite number of terms 
of the form f(t)e At with constants A and polynomials f(t); or that u takes 
the shape 

¢(j3, t)X( ct, j3) + ct¢l (j3, t) + ¢2(j3, t). 

Further, if m = 3, then either u comprises a finite number of terms f(t)e>..t, 
or u takes the form 

¢(j3, t)ct + ¢1 (j3, t). 

Finally, the case m = 4 can be elucidated without difficulty. 
Namely, suppose that in addition to the equation Au = ~~, three equa­

tions hold between 
82 U 82 U 82 U OU 8u 
Oct2' 8ct8j3' oj32' 8ct' 8j3' 

Then either an equation of the form 

holds, in which case we can choose the independent variables in such a way 
that u is a function of only one variable. Or, the functions 

82u 02U 02U 
-- -----
8ct2 ' 8ctoj3' 8j32' 

and consequently also the functions Au, A 2U , A 3U can be expressed in terms 
of ~~, ~~. In this case we find an equation of form 

whence u takes the form 

peAt + qel-d + r or (p + qt)eAt + r, 

where A and f.1 are constants by the above discussion. 
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Taking p as the independent variable a, and substituting the expressions 
derived above into the equation Au = a;: , it emerges that q cannot be a 
function of a, at least if A and J-l are distinct. Thus p and q can take the 
roles of independent variables. We further get r = const. from the equation 

au 
Au = at' 

Thus in this case u is either a function of t and only one other variable, 
or u takes one of the two forms 

aeAt + {3eJ1.t + const., (a + {3t)eAt + const., 

where we do not exclude the value J-l = O. 
Having found the forms that the function u can take, the equations Fv = 

0, which for brevity we do not write out, are readily formed. Thus in every 
particular case, as well as the form 

we determine the adjoint form 

If we now introduce, in the expression E {3t,t'd8td8t' , arbitrary functions of 
Xl, X2, X3 in place of the quantities 81,82,83, we clearly obtain all those cases 
in which u is a function of time and only two other variables. This solves the 
first question. 

It remains to clarify the question of when the expression E {3i,i,d8id8i' 
can be transformed into a given form E ai,i'dxidxil. 
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Second Part. 

On the transformation of the expression L bi,ildsidsil into a given 

form L ai,ildxidxil. 
i,i' 

Since the question of the most distinguished academy is restricted to ho­
mogeneous bodies in which the conductivities are constants, we first examine 

conditions under which the expression L bi,ildsidsil can be transformed into 
.. , 
2,2 

the form L ai,ildxidxil, with constant coefficients ai,i' , by taking the quan-
i,i' 

tities S to be suitable functions of x. Accordingly we make some remarks 
about transformation to an arbitrary prescribed form. 

It is known that an expression L ai,ildxidxil can always be brought to 

the form L dX; if, as we suppose here, it is a positive form in the dx. Hence, 
i 

if L bi,ildsidsil can be transformed into L ai,ildxidxil, it can be transformed 

into L dx;, and conversely. We therefore investigate when this expression 
i 

can be transformed to the form L dx;. 
i 

Let B be the determinant L ±b1,lb2,2 ... bn,n, and let (3t,t' be the cofactors. 
Then 

If L bi,ildsidsil = L dX; holds for an arbitrary value of dx, then substi-
i,i' 

tuting d + <5 for d we can also show that 

.. , 
2,2 

for arbitrary values of dx and <5x. 
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Accordingly, when we express the quantities dSi via the dXi and the quan­
tities bXi via the quantities bsi , it follows that 

(1) 

and so 

(2) 

Since 

OXy' = ~ b . OSi 
!:;} ~ Y,t!:;} , 
uS y . uXy ' 

t 

~ OSi OXy _ 1 d 
~---- an 

OXy OSi 
y 

we deduce further that 

(3) 

Differentiation of the formula (3) yields 

(4) 

From these expressions, we find that 

ob· ., ob· ." 't,l '1.,1. 

OSi" , OSi' ' 

satisfy the relation 

(5) 

ob· ., t,t 
~. 
uSi 

If the right-hand side of (5) is denoted by Pi,i',i", we obtain 

(6) 
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By further differentiation of the quantities Pi,i' ,i", we obtain 

8p· ./ 'f! 'l,'l ,1, 

8si !1f 

Finally, by substituting the values found in (6) and (4), we obtain 

(I) 

1 L ) f311,II' + - (PII i' i'''PII' i iff - PII i i'ffPlI' i' iff -- = O. 2 ' , " " " B 
V,v' 

Thus the functions b must satisfy equations of this form if L bi,i,dsidsi, 
.. , 
2,2 

can be transformed into the form L dx;. We denote the left side of (I) by 

( .. , ·11 '111) n, Z Z • 

In order to understand the structure of these equations better, we form 
the expression 

£2"",,, b. ·,dsds·, - 2db""'" b· ·,dsbs·, + d2 ""'" b· ·,bsbs·, u L.....t 1,,1, 'l 1. L.....t '1,,'1, 'l 'l L.....t 2,1, 't 'l' 

where the second order variations d2 , db, b2 are determined so that 

b' ""'" b· ·,ds·ds, - b ""'" b ·,ds·b's·, - d""'" b· ·,bs·b' s' = 0 L.....t '1,,'1, 'l 1, L.....t 2,'l 'l 1.. L.....t 'l,'t 1, 1, , 

b' ""'" b·,dsds·, - 2d""'" b ·,ds·b' s' = 0 L.....t 1,,1, 't 'l L.....t 2,2 1, 1, , 

where b' denotes an arbitrary variation. The above expression now becomes 

From this form of the expression, it is clear that after a change of in­
dependent variable it becomes an expression that depends on the new sum 
corresponding to L bi,i'dsidsi, in the same way as before. If the quantities b 
are constants, then all coefficients vanish in the expression (II). It follows that 
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(II) vanishes identically, if I: bi,i,dsidsi, can be transformed into an analogous 
expression with constant coefficients. 

Likewise it is clear, if the expression (II) does not vanish, that the ex­
preSSIOn 

(III) 

is invariant under a change of independent variables, and it further remains 
unchanged if the variations dsi, 6Si are replaced by arbitrary linear combina­
tions of form adsi + (36si, ,dsi + 88si. However, the maximum and minimum 
values of the function (III) of dsi, 6Si depend neither on the form of the ex­
pression I: bi,i'dsidsi, nor on the values of the variations dsi, 6si . Accordingly, 
these values can be used to determine whether two such expressions can be 
transformed into one another. 

Our investigations can be illustrated by a geometric example, which al­
though of unfamiliar form, is a useful supplement. 

The expression vI: bi,i,dsidsi, can be interpreted as the line element in 
a general n-dimensional space that lies outside our intuition. In this space, 
when we draw from a point (SI' S2, ... ,sn) all the shortest lines, in whose 
initial element the variations of S are in ratio ads1 + (36S1 : ads2 + (36S2 : ... : 
adsn + (36sn, where a and (3 are arbitrary, these lines form a surface that one 
can represent in the usual space of our perception. Now the expression (III) 
is the curvature of this surface at the point (SI' S2,' .. ,sn)' [1] 

If we now come back to the case m = 3, the expression (II) is a quadratic 
form in 

ds26s3 - ds36s2, ds36s1 - ds l 6s3, ds16s2 - ds26s1 

so that in this case we obtain six equations that the functions b must satisfy in 
order for I: bi,i,dsidsi, to transform into a form with constant coefficients. It 
is not difficult to see with the aid of familiar ideas that these six conditions 
are sufficient. However, we observe that only three of these are mutually 
independent. 

Now in order to answer the question posed by the most distinguished 
academy, we substitute into these six equations the form of the function b 
found by the above method. This yields all the cases in which the tempera­
ture u in homogeneous bodies can be a function of time and only two further 
variables. 
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Considerations of time prevent us from carrying through these calcula­
tions. We must content ourselves with the exposition of particular solutions 
to this question that are obtained by our methods. 

For brevity, consider the very simple case in which the temperature u 
varies according to the law 

(I) 

The other cases readily reduce to this one. The case m = 1 can only arise 
under the condition that u is constant either on parallel lines, or on circles, or 
on spirals. By a suitable choice of rectangular coordinates z, r cos ¢, r sin ¢, 
we obtain a = r, {3 = Z + ¢. const. 

The case m = 2 occurs in case u = f (a) + ¢({3) , the case m = 3 in case 
u = aeAt + f({3), where A denotes a real constant. Finally the case m = 4, 
as we already showed above, occurs in case either u = aeAt + {3eJJ.t+ const., 
or u = (a + {3t)eAt+ const., or u = f(a). 

In order to identity the form of the function u, we merely observe that the 
temperature u, except when it takes the form aeAt , can only be a function 
of time and a single variable when it is constant either on parallel planes, or 
on cylinders with the same axis, or on concentric spheres. If u is of the form 
aeAt , it follows from the differential equation (I) that 

82a 82a 82a 
8 2 + 8 2 + 8 2 = Aa2a. 

Xl X 2 X3 

Then in the fourth case, by substituting the value of u into the differential 
equation (I), the functions a and {3 are easily determined, provided we note 
that in this case aeAt and {3eJJ.t can be complex conjugate quantities. [2] 
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Weber's remarks on XXII. 

[1] (p. 380) These investigations contain analytic of re-
sults indicated paper XIII 'The hypotheses on which geometry is based'. 
The question is that of the conditions under which a one second order differen­
tial expression can be transformed into another: in particular, one with con­
stant coefficients. Since the first appearance of the above paper of Riemann, 
this question has been studied by Christoffel and Lipschitz, who obtained the 
same results as Riemann in different ways (Grelle's Journal, Vols. 70,71,72, 
82). Later, R. Beez also took up the subject (SchLOmilch's Zeitschrijt, Vols. 
20, 21, 24). In the first edition I appended some remarks based on an old 
(unpublished) study of R. Dedekind with a view to working out Riemann's 
account of the matter for the reader. The somewhat too brief exposition of 
these remarks may well have given rise to some doubts expressed in the above 
named papers. Accordingly I repeat the remarks here in somewhat greater 
detail. 

Let the square of the line element in a space of n dimensions be 

The difference equation 

(1) 

together with 

ds2 = L bi,i,dsidsi,· 
i,i' 

L dSi dsi, 
b·,- -- = 1 

2,2 dr dr .. , 
2,2 

determines the shortest lines, where 

r= J "" b· ·,ds·ds·, L-t 'l,'t 1, 'l 
.. , 
2,2 

denotes the length of the shortest line from an arbitrary fixed point 0 to a 
variable point. 

We take 0 as the point, in the neighborhood of which the relations of the 
n-dimensional space are to be investigated. We consider shortest lines drawn 
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from this point in all directions, and introduce a system of new variables via 
the substitutions 

where the quantities Ci are defined by 

Ci = (~~i) o. 

Thus these quantities are connected by the relation 

.. , z,z 

and the Ci are constant along each shortest line issuing from the point 0. 
The Ci appear as constants of integration of the differential equation (1). 
Naturally the complete solution of this differential equation is required in 
order to represent the variables Xi as functions of the original variables Si' 

The characteristic property of these new variables, which we may call 
the central coordinates of a variable point m with respect to 0, is that they 
vanish at 0, and that their values grow in proportion to the length r as we 
proceed along a shortest line. These properties are invariant when Xl,' " ,Xn 

is replaced by a system of n independent linear forms in these variables, 
with constant coefficients. In this way we arrive at Riemann's requirement 
r2 = L:: xr in XIII, part II, §2. However, this is of no consequence, and will 
not be taken into account further here. 

Now let the square of the line element, expressed in terms of the new 
variables, be 

ds2 = L ai,i,dxidxi" 
i,i' 

If we proceed along a shortest line from 0, so that ds2 = dr2, we readily see 
that 

(2) 
.. , z,z .. , z,z 

We now express the differential equation of shortest lines in terms of the new 
variables. This yields, for shortest lines issuing from the point 0, 

L 1 L aa .. , d a ·c· = - dr _z_,z c,c·, 
/J.,Z z 2 ax z z 

. .., /J. z z,z 
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from which it follows that 

(3) 
, " 

2,2 

=0. 

Here, for brevity, we write (p. 378) 

We may also write equation (3) in the form 

(3') 2: oai,i' 2: oai,/L . --x'x,, =2 --x'x', ox 2 2 ox" 2 1· 

i,i' /L i,i' 2 

This permits us to rewrite (3') as 

Further, let 

2w = ""'" W;X;·, 2 ow w + ""'" OWi X L .. ~= /L L~ i· 
uX/L i uX/L 

It follows that 

ow = 2: OW/1 Xi; 
OX/1 ,OXi 

l 

and 

We conclude that the ~wi' - ~w" "are homogeneous functions of order - L 
ux" uxJ.l. 

Denoting such a function by f(Xl, ... ,xn ), we have 

f(tXl, tX2, ... ,txn ) = rl f(Xl, X2, ... ,xn ). 
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If we now suppose that the coefficients ai,if and their derivatives at 0 have 
definite finite values, we conclude, on setting t = 0, that the function f 
vanishes identically; thus ~ = . Further, then, 

With the help of (3'), this yields 

Via integration of the differential equation of the shortest line, 

(4) 

or, on multiplying by T, 

L aj-l,ixi = L a~~ixi' 
i 

These are all identities, that is, they hold for each choice of the system of 
independent variables Xi. 

Now let ti,i' = ti',i be any functions of Xl, X2, ... ,Xn , which together with 
their partial derivatives of order ::; 3 have definite finite values at 0, and 
which satisfy the identity 

L ti,i'XiXi' = O. 
i,i' 

Differentiating three times, and then setting Xi = 0, we obtain the following 
equation valid for the point 0: 

at· ., at·, '11 at· '11 

ti i' = 0, _2,_2 + _2_,2_ + _2_,2_ = O. 
, aXi" aXi aXi' 

In this equation take ti,i' = Pj-l,i,i" This yields the equation, at the point 
0: 

Pi,i' ,i" == 0; 
ap' ., '11 ap' '11 '11' ap· ., '11' 

1,,2 ,2 + 'l,'l ,2 + 1,,1, ,1, == O. 
aXi'" aXi' aXi" 
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From the first of these equations, on adding = 0, one obtains 

(5) aai,i' = 0 at the point 0; 
aXi" 

from the second, 

2 2,2 + 2,2 + 2,2 ( 
a2a -I a 2a- -II a 2a- -III ) 

aXi"aXilll aXi"laXi' aXi,aXi" 

a 2a-1I -III a 2a-1II -I a 2a-1 -II 
2 ,2 + 2 ,2 + 2 ,2 • 

aXJJXi' aXiaXi" aXiaXilll 

Exchanging i and if, adding, and denoting by S the sum of the six derivatives 

of the form a::I~~'III' it follows that , , 

Since S is invariant when i", i'" is exchanged with i, if, we have 

(6) 
a 2a -II -III a 2a- -, 2 ,2 2,2 

aXiaXi' aXi"aXill 
, 

(7) 
a 2a-, a 2a- -II a 2a- -III 2,2 + 2,2 + 2,2 

aXillaXi"1 aXi"laXi' aXi,aXill 

a 2a-1I -III a 2a-1II -I a 2a-, -II 2 ,2 + 2,2 + 2,2 =0 
aXiaXi' aXiaXill aXiaXilll 

at the point O. 
N 1 aa- -I a2 a_ -I 

ow et us understand by ai i', 7fL, a ;/ the values of these quantities 
, Xi" Xi" Xi'll 

at the point O. Under this hypothesis we have, for the line element dso issuing 
from the point 0, 

ds~ = L ai,ildxi dXil . 
i,i' 

For a line element ds issuing from a point infinitely close to 0 with (infinitely 
small) coordinates Xl, X2, ... ,Xn , including terms up to second order, we have 

2 L L aai,il ds = a -Idx- dx-, + -- x-lIdx- dx-, 
2,2 2 2 ax _II 2 2 2 

.. , .. / '11 Z 
'l,Z 1,,'1, ,1, 
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By (5), the second term vanishes, while the third, 

dXi' 

is the expression for the variation of the above n-dimensional space from 
flatness in the surface direction defined by Xi, dXi. With the help of (6) and 
(7), e can be given a form from which it is apparent that it depends only on 
the combinations Xi dXi' - Xi,dxi. Namely, by interchange of indices we write 
e in the following four forms: 

We apply (6) to the fourth expression, and apply (6) and (7) to the second 
and third expressions. On a further exchange of indices, this yields 

If we add these four equations, we obtain 

(8) 
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This expression for e is, however, derived under the hypothesis that the 
variables Xi signify the central coordinates. We still have the task of trans­
forming it for arbitrary coordinates. This completes Riemann's prescription 
that one should express it in a form that is visibly independent of the vari­
ables used. 

First of all, maintaining central coordinates, we replace the infinitely small 
coordinates Xl, X2, . .. , Xn by the proportional differentials b"XI, b"X2, . .. ,b"xn. 
Thus 

(9) 

We choose the (otherwise arbitrary) differentials dXi, b"xi so that 

(10) ddxi = 0, db"Xi = 0, b"dXi = 0, b"b"Xi = ° 
which occurs for example in the case of constant dXi, b"Xi. This has the con­
sequence that d and b" are interchangeable, that is, for an arbitrary function 
of position c/J, 

(I) db"c/J = b"dc/J. 

Under this hypothesis one can derive from (5), (6), (7) the formula 

- -I 
~,~ 

- ., 
~,~ 

= -2db" L ai,i'dxib"xil 
i,i' 

and, with the help of this formula, 

(II) 
1 e = - dd" a· -,b"X- b"X-' 2 L.....t ~,~ ~ ~ 

- -, 
~,~ 

= ~{dd" a- -1b"X-b"X-' - 2db"" a- -,dx-b"x-, 6 L.....t ~,~ ~ ~ L.....t ~,~ ~ ~ 
." .. / 
Z,Z z,t 

+ b"b" 0 ai,ildxidXi/}. 
~,~ 
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Denote by (5' a variation, arbitrary except that it is interchangeable with d 
and (5. Now (5) and (10) yield the equations 

" "/ t,t " "' t,t 

" "' t,t 

d"\' a" ",(5'x(5x", = "\' a" "d(5'x,(5x", L 1,,2 2 'l L 2,2 t 'l' 

, "' t,t 

" "' t,t 

" "' t,t 

" "' t,t 

From these equations, 

(III) 
" " t,t " "' t,t 

- (5 L ai,i, dxi(5' Xi' = O. 
i,i' 

If we set d = (5, then 

(IV) 

(V) 

(5' "\' a",dxdx", - 2d"\' a' "dx(5' x" = 0 L 1,,1, 'l'l L 'l,'l 'l 'l , 

i,i' 

" "' t,t 

" "' t,t 

" "' t,t 

If now we introduce, in place of the variables Xi, other variables Si that 
are functions of them, we obtain for entirely arbitrary differentials d, (5 a 
transformation 

" "' t,t " "' t,t 

Thus we obtain the transformed expression for e, replacing ai,i', Xi by bi,i', Si 
in (II); in other words the Xi need no longer be central coordinates in (II), 
but may be arbitrary coordinates. Admittedly the conditions (5), (6), (7), 
(10) will then no longer be valid. Nonetheless the conditions (I), (III), (IV), 
(V) will be satisfied for all systems of coordinates when they are satisfied 
for one system, for example the central coordinates. Thus if we make use of 
only the relations (I), (III), (IV), (V), in further transformation of (II), the 

390 



Riemann, Collected Papers 

results will be valid for arbitrary variables. The calculation is now, although 
somewhat long, altogether free of difficulties. On the right side of (II), due to 

interchangeability of differentials, the differentials of third order canceL 
can extract the differentials of second order with the help of the following 

equations, consequences of (III), (IV), (V): 

2L ai,i1ddxi = - L Pv,i,ildxidxil, 
i,i' 

, 'I 
~,~ 

2 L ai,i1bbxi = - LPv,i,i'bXibXil. 
i,i' 

Here, as on p. 378, Pv,i,i' denotes the quantity 

aav i aav i' aai i' '+' , Pv,i,i' = ~ ~ - -;::;--. 
UXi' UXi uXv 

We obtain the expression 

, 'I 
~,~ 

, 'I 
~,~ 

, 'I 
~,~ 

= L (ii', i" i"') (dXibxil - bXidxil) (dXiffbxi'ff - bXiffdxilff). 
ii' ,i" i'l! 

Here (ii', i"i"') has the same significance as in Riemann's text (p. 379), and 
the sum is taken so that, of two pairs of indices i, i' and i', i, and likewise of 
two pairs i", i'" and i"', i", only one is employed. 

From this expression we now obtain the curvature of our general space. 
Namely let 

be two line elements in the space and 

2.::: ai,ildxibxil 
=----'---::-- = cos () 

dsbs 

the cosine of the angle that they enclose. 
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The surface area of an infinitely small triangle formed by the line elements 
is then 

This yields 

1 -' LJ. = - d.sus 2 - 0. 

= L (ai,i"ai',i'" - ai',i"ai,i"') (dXi6xi' - 6Xidxi') (dXi,, 6xi'" - 6Xi"dxilll) 
ii', i" i'" 

dd L ai,i, 6xi6xi' 
3 i,i' 

8 LJ.2 

dd L ai,i'6xi6xi' - 2d6 L ai,i, dxi6xi' + M L ai,i,dxidxi' 
1 i,i' i,i' i,i' 

2 L, ai,i,dxidxi' L, ai,i, 6xi6xi' - (L, ai,i,dXi6Xi') 2 

'l;Z 2,'l 1,,1, 

(a ' ,,,a,, 'III - a, 'ilia" ,,,)(dx,-'x,, - s;x,dx,,)(dx',,6x'lII - 6x ,,,dx 'III) 2,1, 1,,2 1,,1. 2 ,2 'tV 2 U 'l 1, 2 'l 1, 'L 

ii' ,i"i'" 

It now remains to show that this expression agrees with that which Gauss 
gave for the curvature of a surface, when we consider a surface formed of 
shortest lines in whose initial elements the variations of x are in the ratio 

where a and {3 denote arbitrary numbers, 
As above, set Xi = rCi, so that Ci is constant on every shortest line issuing 

from 0, and r is the length of this shortest line up to a variable point, As 
shown above, 

, " 

~,~ 
, " 

~,~ 
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We now take two fixed systems of numbers Ci, say and c~, as fundamental. 
\Ve treat a variable 

(11) + 

Then we have 
0;2 + 20;fJ cos(r(O), r') + fJ2 = 1, 

whence the quantities Ci become functions of a single variable, which we may 
take to be the angle cjJ that the initial element of r makes with the initial 
element of r(O). We obtain cjJ from the expression 

cos cjJ = L a~~;cici?)· 
i,i' 

Now allow variations of r, Ci by infinitely small quantities dr, dCi, satisfying 
the condition 

. 'f 
~,~ 

With the help of equation (4), we obtain 

(12) 

We also have 

and accordingly 

with the abbreviation 

. 'f 
~,~ 

i,i' 

However we now have 

(13) 
. 'f 
2,2 

. 'f 
~,2 

• 'f 
~,~ 

L ai,ifdcidcif = pdcjJ2. 
i,i' 

• 'f 
~,~ 
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From (11) follows an expression of form 

Thus from (12) and (13), 

By elimination of a and b, 

From this we have 

and also 

(14) 

- sin <jJd<jJ = a + b cos <jJ 

0= a cos <jJ + b. 

i,i' 

L ai,ildcidcil 
i,i' 

. '1 
2,2 

b= 

Let us write this expression as m 2/r2, then we obtain Gauss's form of the 
line element on an arbitrary surface, namely 

(Disquisitiones generales circa superficies curvas, section 19). For the curva­
ture, we obtain 

1 [Pm 
k=--­

m 8r2 ' 

Suppose now that the surface curves continuously at the point r O. 
Then at this point 

8m 82m 
m = 0, 8r = 1, 8r2 = O. 

Thus at this point we have 
83m 

k = - 8r 3 . 
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for the function 11, we find that, at the same point, 

op, 
-0 =0, 

T 

3 
k - --- -,- 2 OT2 ' 

The first two of these equations are satisfied in consequence of (14), (5). 
From the third, 

.. / 
t,t 

which agrees with the expression found above. 
We construct shortest lines issuing from the point 0, with initial directions 

defined via the equations (11); this gives a surface in the transcendental 
space. The coordinates of a point of this surface may be expressed via two 
independent variables. If we denote these by p, q, then there is an expression 
of form 

ds2 = Edp2 + 2Fdpdq + Gdq2 

for the square of the line element on the surface. Here E, F, G are functions of 
p and q. Take x, y, z to be a system of particular solutions of the simultaneous 
equations 

then 

( ~;) 2 + (~~) 2 + (~;) 2 = E, 

ox ox + oy oy + oz oz = F 
op oq op oq op oq , 

( ~:) 2 + (~~) 2 + (~;) 2 = G, 

If we view x, y, z as coordinates of a point in space, we obtain a surface upon 
which, by Riemann's expression, the surface in transcendental space can be 
developed. That is, there is a pointwise correspondence, without variation 
of line elements. 
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From these formulae one can easily derive the expression for the line ele­
ment under the hypothesis of constant curvature that is given on p. 
let k: have the constant value 0'; then 

sin yet r 
m = --'==--yet 

When we replace the Ci by linear combinations of them for which 

so that 
d¢2 = L dc;, 

then we obtain for ds2 the expression 

Now let 

d 2 d 2 sin2 yet r ~ d 2 
S = r + ~ ~. 

0: 

2Ci yet r ~ 2 4 2 yet r 
Xi = yet tan -2-' ~ Xi = ;;; tan -2-' 

(a special case of this is the stereo graphic projection of the surface of the 
sphere on the plane). It follows that 

L d 2 - dr 2 4 2 yet r L d 2 x· - + - tan -- c· 
~ 4 for 0' 2 ~ cos -2-

and 

[2] (p. 381) The complete verification of the final result stated here ap­
pears to require complicated calculations that I was only partly able to recon­
struct from the very incomplete fragments available. The part that I could 
decipher is presented here in the hope that it could serve as the basis for a 
fresh investigation leading to the complete result. 
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We first answer the question as to the cases where the temperature de­
on only one variable apart from time. In these cases the differential 

('qnation according to which heat is conducted takes the form 

(1) 

If now the coefficients a, b are not functions of a single variable a, this 
differential equation splits into two equations as follows: 

where a', b', a", b" depend only on a. 
By introducing a new variable in place of a, the second of these equations 

may be brought to the form ~:~ = 0, so that u takes the form ula+u2. Here 
ttl ,U2 are functions of time alone. The first of the above equations now 
assumes the form 

ou ou 
(ca + cd oa = ot ' 

where c, Cl are constants. It follows further that 

so that u has the form aeAt + const. 
However, if in the differential equation (1) the coefficients a, b are func­

tions of a alone, then without loss of generality we can assume that b = 0 
(by introduction of a new variable for a). Since the differential equation (1) 
must arise from a transformation of the equation 

our task reduces to the following. 
We must find all functions a of coordinates x, y, z, which simultaneously 

satisfy the differential equations 

397 



'Neber's remarks on XXII. 

For brevity, let 

ao: ao: 
- =p, ay = (j, a.T l 

, p2 + + = m. 

We distinguish four cases. 

1. If p, q, r are independent functions of the coordinates x, y, z, then 0: 

is a function of m, 0: = ¢(m), and we can introduce p, q, r as independent 
variables in place of x, y, z. Let 

s = 0: - px - qy - rz, ds = -xdp - ydq - zdr. 

Then 

as as as 
x = - ap' y = - aq' z = - ar' 

as as as 
0: = S - P - - q - - r - = ¢(m). 

ap aq ar 

We let 

s= 'ljJ(m) +t 

and determine 'ljJ(m) via the differential equation 

1jJ(m) - 2m'ljJ'(m) = ¢(m). 

This yields for t the first order partial differential equation 

at at at 
t-p--q--r-=O 

ap aq ar 

whose general solution is 

t = px (~, £) = px(fJ,,)· 

Here X denotes an arbitrary function, and for brevity we write 

q r 
(3 = -, ,= -. 

p p 
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Thus we have 

as 
--x=-= +x- (6)- h), 

ap 

(2) 
as 

-y = aq = 2q'ljJ'(m) + x'(f3), 

-z = ~; = 2r'ljJ'(m) + x'h). 

From the equation 
ap aq ar 

~ = ax + ay + az = 0, 

it follows by introducing p, q, T as independent variables that 

ay az az ay az ax ax az ax ay ay ax - --- -+- --- -+- --- -=0 
aq ar aq ar ar ap ar ap ap aq ap aq , 

or, by substitution from (2), 

Since m, f3, I are independent variables, this equation splits into the following 
three: 

(3) 

(4) 

(5) 
m(12'ljJ'(m)2 + 16m'ljJ'(m)'ljJI/(m)) + kl Vm (4'ljJ'(m) + 4m'ljJI/(m)) + k = o. 
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Here k, kl denote undetermined constants. We introduce in place of the 
function X a new function Xl via the equation 

1 
X = "2 kl\h + (12 + ')'2 + Xl· 

Equations (3), (4) become the following: 

(6) a2XI a2XI ( a2XI ) 2 k' 
a(32 a')'2 a(3a')' (1 + (32 + ')'2)2' 

(7) 2 a2XI a2XI 2 a2XI 
((3 + 1) a(32 + 2(3')' a(3a,), + b + 1) a')'2 = o. 

However, these equations can only hold simultaneously if Xl is a linear func­
tion of (3 and ,)" so that k' = o. We then treat 

(3 aXI aXI aXI aXI 
Xl - a(3 - ')' a')" a(3' a')' 

as rectangular coordinates. Then (6) is the differential equation of a sur­
face with constant curvature; (7) is that of a minimal surface. These two 
properties are known to occur together only for planes. 

Hence X has an expression of form 

1 
X = a + b(3 + c')' + "2 kl VI + (32 + ')'2 

with constants a, b, c. The equations (2) become the following: 

~kl +2y'rn7jJ'(m) 
x + a = - -=--';';::::1 ;::::+;::::(3::;;;:2;::::+=,),;;:-2 -, 

G kl + 2y'rn7jJ'(m)) (3 
y + b = - ....:..::..-t==::::::::::::===:::::::::;:-~ VI + (32 + ')'2 ' 

(~kl + 2y'rn7jJ'(m)) ')' 
z + c = - "':"::"'-r==:::::===:=-"'--VI + (32 + ')'2 ' 

(x + a)' + (y + b)' + (z + c)' = G kl + 2fo!/>'(m))' 

It follows that the surfaces ex = const. or m = const. are concentric spheres. 
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2. If the variables p, q, r are related by an equation that is free of one of 
coordinates x, y, z, then we may view r as a function of p, q, and we have 

dr = adp + bdq, 

where we write 
or b = or oa ob 

a = op , oq 'oq op· 

It follows that 

op _ op b op oq _ oq b oq or _ or b or 
OZ - a ox + oy' oz - a ox + oy' oz - a ox + oy· 

Suppose now that 

(8) 

does not hold. Then a depends on the same two variables as p, q, r. Hence 

r = ap + bq 

and by differentiation 

oa ob oa ob 
p op + q op = 0; p oq + q oq = 0, 

(9) 
oa ob oa ob _ 0 
op oq - oq op - . 

Now we write as before, and also in the case where equation (8) holds, 

s = a - xp - yq - zr, 

ds = -xdp - ydq - zdr = -(x + az)dp - (y + bz)dq. 

It follows that s only depends on p and q, and 

(10) 
os Os 
op = -(x + az) , oq = -(y + bz). 

We now introduce p, q and z as independent variables in the equation 
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It follows that 

With the help of (10) we now obtain 

z - (1 + b ) - ab - + - + - (1 + a ) { 8a 2 (8a 8b) 8b 2 } 

8p 8q 8p 8q 

~s ~s ~s 
+ 8p2 (1 + b2) - 2ab 8p8q + 8q2 (1 + a2) = O. 

Since now a, b, s are independent of z, this equation splits into the following 
two: 

(11) 
~s ~s ~s 
8p2 (1 + b2) - 2ab 8p8q + 8q2 (1 + a2) = 0, 

(12) 8a 2 (8a 8b) 8b 2 - (1 + b ) - ab - + - + - (1 + a ) = O. 
8p 8q 8p 8q 

We now treat p, q, 1" as rectangular coordinates. Then (12) is the differential 
equation of a minimal surface, which by (8) or (9) must be either a sphere 
or a surface developable in the plane. These can only happen at once if the 
surface is a plane, so that a, b are constants, which can be taken to be 0 by 
a suitable choice of the direction of the z-axis. It now follows from (11) that 

(13) 
82s 82 s 
8p2 + 8q2 = o. 

Further, as in the first case, 

s = 1fJ(m) + px (~) , 
m = p2 + q2, 1" = 0, 

-x = ~; = 1fJ'(m)2p + X(f3) - f3x'(f3), 

-y = ~~ = 1fJ'(m)2q + X'(f3)· 

Here we write f3 = fl. 
p 
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It now follows from (13) that 

Viii (4'ljJ'(m) + 4m'ljJ"(m)) + (1 + (32)3/2X"((3) = O. 

This equation divides into the following two: 

Viii (4'ljJ'(m) + 4m'ljJ"(m)) = -k, 

"( ) k 
X (3 = (1 + (32)3/2 

with a constant k. Integrating this last equation yields 

with a, b arbitrary constants. Accordingly we have 

2'ljJ'(m)y'm+ k 
x + a = - --'-~=====-~ VI + (32 ' 

+ b = _ (2'ljJ'(m)y'm + k)(3 
y vI + (32 ' 

(x + a? + (y + b)2 = (2'ljJ'(m)Viii + k)2. 

Hence in this case the isothermal surfaces are cylinders with circular cross­
section and common axis. 

The third case, in which p, q, r are functions of one and the same variable, 
cannot occur. Namely, let 

From the equations 

and the equation .6. = 0, it follows that 
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which is evidently a contradiction. 
There remains only the fourth case in which p, q, T are constant, and in 

this case family of isothermal surfaces consists parallel planes. 
Concerning the more general question of when the temperature depends 

only on two variables apart from time, the first case, characterized in the 
text by Tn = 1, can be answered in the following way. 

In this case we have the quadratic form 

( 0, 0, e) 
a', b', e' 

in which a', b' are linear functions of" while e' is independent of ,. Further, 
the determinant ° e' b' 

e' ° a' = 2a'b' e' - ee'2 
b' a' e 

is constant. The adjoint form of this one is 

-(a'da + b'd(3 - e'd,? + 2(2a'b' - ee')dad(3 

in which 2a'b' - ee' is independent of ,. 
Now, by introducing as a new variable a linear function of " in place of 

" we can transform this form into the simpler one 

Here a is a linear function of "e; and Tn is independent of ,. We now need 
to find the cases in which this form can be transformed into another with 
constant coefficients, or in particular into the form dx2 + dy2 + dz2. 

To this end we form the equation (ii', i" i"') = ° (p. 379), which in this 
case takes the form 

(1,1) 

(2,2) 

(3,3) 
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( 02(a2 ) 02(ac)) OC (OC oa oa) 
(2,3) 2mc 0(301 - 00;0(3 + 4rn 0(3 a 00; - a 01 + C 00; 

+ 2c (c ~~ - a ~~) (00; - a ol3) - 2m 00; 0(3 

o( ac) (oa OC ) 
+a 7ii3 C 0(3 - a 0(3 = 0, 

(3,1) 02(ac) _ 2 o(ac) om _ OC o(ac) - ° 
2mc 0(32 c 0(3 0(3 2m 0(3 0(3 - , 

( 02 C 02 ( ac ) ) (oa OC ) 2 
(1,2) 2m 2c 00;0(3 - 0(301 + c 0(3 - a 0(3 = 0. 

From (1,2) it follows that c ~~ - a g~, and likewise a~~), is independent of 
I' Accordingly let a = al + la2. It follows that a2 is of the form cf(o;), and 
f ( 0;) is independent of (3. 

Now we have 

If we introduce in place of I a new variable 1+ J f( 0; )do;, the quadratic form 
becomes another of the same form, but in which a is independent of I' With 
this hypothesis, the equation (2,2) takes the form 

02C OC om ° m----= . 
00;2 00; 00; 

In conjunction with (1,1) this leads to 

~ (1 oc). = o(logm) 
00; og 00; 00;' 

~ (1 oc) = o(logm) 
0(3 og 0(3 0(3' 

so that 
oc 
00; = m1>((3), 

OC 
0(3 = m7j;(o;). 

We now distinguish three cases. 

1) If 1>((3) = 7j;(0;) = 0, then c = const., and from (1,2) it follows that 
~~ = 0. Introducing in place of I a new variable CI + J a do;, we find in the 
quadratic form that a = 0, C = 1. From (3,3) it now follows that 

02~~~;;) = 0, 2m = X(o;)B((3). 
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If we introduce in place of a, (3 the variables J 
the quadratic form 

+ 

J e({3)d/3, we obtain 

By substituting a = x + iy, f3 = x - iy, , = Z, this becomes 

Thus in this case the isotherms a = const., f3 = const. are parallel straight 
lines. 

2) If ¢((3) = 0, while 7j;(a) is not zero, then e is independent of a. From 
(1,2) it follows that ~ is independent of (3. In a similar way to the above, we 
now find that a vanishes, and further that 

1 8e 
7j;(a) 8(3=m 

so that the equations (1,1), ... ,(1,2) are all satisfied. Introducing J Jf~),e 
as new variables in place of a, (3, we obtain the quadratic form (32 d''''? + da d(3, 
which becomes dx2 + dy2 + dz2 via the substitution 

x+iy=(3, x-iy=a-(3,2, z=(3,. 

From this, however, one cannot obtain a real curve via the equations a = 
const.,(3 = canst. The case 7j;(a) = 0, ¢((3) nonzero is not essentially differ­

ent from this one. 

3) If neither 7j;( a) nor ¢((3) vanishes, we introduce new variables J 1/J(~)' J 1>~~) 
in place of a, (3. 

It follows that 

8e 8e 8e 8e 
8a = m, 8(3 = m, 8a - 8(3 = 0, 

thus e = f(a + (3),m = f'(a + (3). 
It now follows from (1,3) that 

8 ( 8 ) 8 8(3 log 8(3 (ae) = 8(3 (log em), 

and by integration that 
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Introducing the variable, + I 4>( CY )do; in place of " we find that 4>(0;) = 0 
and ac = 1/)(ex). Now it follows from (1,2) that 

PIli 
l' 

Now one side of this equation depends only on CY, and the other side only 
on 0; + (3. Consequently both sides are equal to a constant k2 , and we obtain 
the second order differential equation 

k2I' I" - -- = 0 
J3 

for I. Now equations (1,1), ... , (1,2) are all satisfied. A single integration 
of this equation yields 

, 2 k2 

21 = kl - J2' 

where kl denotes a new constant. 
Now let ex = x + iy, {3 = x - iy and introduce a new variable ,- ik J ~~ 

in place of J. We obtain 

(c d'Y + a d'Yl' + 2m d", d(3 ~ (1 d'Y + :7 dY) 2 + 21'( dx' + dy') 

= f 2d,2 + 2kd,dy + 2f'dx2 + k~dy2. 

Further let 

We then have 
1 / 2 2 2 2 k2 

~ = k2 V kl J2 - k2, f = kl ~ + k2 ' 
1 1 

and our quadratic form becomes 

We express this in terms of polar coordinates. Let 
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Then the quadratic form becomes 

+ + 

The curves 0: = const., (3 = canst. are now 

k 
r = const., Z - k2 ¢ = canst. 

1 

where k may be 0; thus we have helices or circles. 
In the particular case kl = 0, we obtain ~ = if and the quadratic form 

becomes 
- 2ki~ d-i + 2k d, dy + de, 

or, if we write 0:, (3" in place of ~, v'~~ki' J -2ki" 

This becomes dx2 + dy2 + dz2 via the substitution 

1 
x + iy = (3 + 0:, - 12 ,3, 

x - iy =" 
1 2 

z=o:--,. 
4 

However the equations which this yields, 

1 
z + "4 (x - iy)2 = 0: = canst. 

1 
x + iy - o:(x - iy) + 12 (x - iy)3 = (3 = canst. 

do not correspond to any real curve. 
In the remaining cases, I did not succeed in carrying through the calcu­

lation completely. 
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XXIII. 

On the representation of the quotient of two hypergeometric 
series as an infinite continued fraction. 

1. 

Given an infinite continued fraction of the form 

which converges for sufficiently small values of x and represents the function 
f(x), it is easily seen that the m-th convergent is equal to the quotient 
Pm/qm of two polynomials Pm and qm, each of degree n when m = 2n + 1, 
and of degrees nand n - 1, if m = 2n. The difference between the m­
th convergent and the function f(x) is an infinitesimal of the m-th order 
when x is infinitesimal. But for this to be so, as many conditions require 
to be satisfied as there are arbitrary quantities in the fractional function 
representing the m-th convergent. 

Thus the m-th convergent can be determined by the condition that the 
first m terms of its development in the form of a power series in x must 
coincide with the first m terms of the expansion of the function f (x), taking 
account of the degrees of the polynomials representing the numerator and 
denominator of the m-th convergent, which are both equal to n when m = 

2n + 1, and are n,n -1 when m = 2n. 

2. 

This method of determining the convergents leads immediately to an 
expression for the convergents when it is a question of expanding the quotient 
of two hypergeometric series 

We use the characteristic property expounded in the memoir IV. 
In fact, since for an infinitesimal x, E.Q - Em. is an infinitesimal of order m 

qm 
and Qqm is of order (x, the expression qmP - PmQ becomes an infinitesimal 
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or order m + 0:. It can easily be shown that this expression has all the char­
acteristic properties of a function that can be developed in a hypergometric 

so we have 

(
0: + 2n + 1 (3 - n , ) 

q2n+l P - P2n+lQ = P a' _ 1 {3' _ n " X 

(1) np (0: + n + 1 (3 ') n n = X , 1 {3' ,x = X rn+ll 0: -n- , 

(
0: + 2n (3 + 1 - n ') n 

Q2n P - P2n Q = P a' _ 1 {3' _ n ,,x = x Q n, 

where Pn, Qn denote the values taken by P, Q when 0:, a' are changed into 
0: + n, 0:' - n. Now, if the variable x and the functions of x vary contin­
uously in such a way that the position of the complex variable x makes a 
circuit encircling 1, then Qm and Pm will resume their original values, whereas 
P, Q, Pn, Qm, will be transformed into other branches of these functions. 

Hence, if we denote by P', Q', P~, Q'm the corresponding branches of these 
functions, we shall also have 

(2) 
P' Q' np' Q2n+l - P2n+l = X n+l' 

P ' Q' nQ' Q2n - P2n = X n' 

From the equations (1) and (2), 

P P~+l - P' Pn+1 P2n 

Q P~+l - Q' Pn+1 ' Q2n 

PQ~ - P'Qn 

QQ~ - Q'Qn' 

Thus to find for what values of x the convergents P2n/ Q2n and P2n+d Q2n+l 
converge to P / Q, it suffices to find out when ~ and ~~ converge to zero as 
n increases without limit. 

3. 

For this purpose it is convenient to introduce the expressions of Pn and 
Qn as definite integrals. Writing 

[ , {3' , -0: - -, = a, 

-0:' - {3 -, = b, 

-0: - {3' -, = c], 

410 



Riemann, Collected Papers 

we may express 

(1 -

and 

Qn by [xa+n(1- xp 11 sa+l+n(1- s)b+n(1- xs)c-nds] . 

To obtain the general value of the functions Pn and Qn, we would need 
to multiply the integrals by constant factors, but we can substitute in the 
t'lCluations (1) the integrals including the constant factors in the polynomials 
Pm and qm' As regards the values of the integrands, it is immaterial which 
value is taken, provided that the same values are taken in each integral for 
sa, (1- s)b, and (1 - xs)c. 

[Now the expressions for Pm/qm also remain unaltered when we replace 
P', Q', P~, Q~ by a given linear combination of these quantities, so that 
P, Q, Pn, Qn become 

AP + BP', AQ + BQ', APn + BP~, AQn + BQ~~ 
where A and B denote constants, of which B is non-zero. Corresponding 
functions of this kind arise when the path of the integrals in the above ex­
pression, instead of being taken from 0 to 1, is taken from anyone of the 
four points 0, 1, 1/ x, 00 to any other of these four points, each line integral 
being taken on the same contour.] 

Thus we can take for P~ and Q~ these same integrals taken one after the 
other around the point 1/ x. 

These integrals [by which, in virtue of the foregoing considerations, Pn, Qn, 
P~, Q~ can be expressed, do not change in value when the path of integration 
is varied in a continuous fashion between the limits indicated] because the 
path of integration does not pass over l/x, and we can choose the path of 
integration in such a way that the limit to which it converges as n tends to 
infinity can easily be found. 

To this end, let s(l - s)/(1 - xs) ... [The text breaks off at this point, 
but a few handwritten notes and formulae suggest that Riemann proceeded 
somewhat as follows: 

We write] 
s(l - s) = ef(s) 

1- xs 
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[and consider the curves in the plane ofthe complex variable 8 along which the 
modulus of ef(s) has a constant value. For very small values of this modulus, 
these curves enclose points 0 and 1 and closely resemble concentric circles 
of small radius. For very large values of the modulus, the curves enclose the 
point s = Ijx and the point 8 = 00. In each case, then, the curves consist 
of two separate portions. If we gradually increase the modulus, starting 
from small values, the separate portions surrounding the points ° and 1, 
corresponding to the same value of the modulus, become ever closer until 
they form a single curve with a double point. At this double point, l' (8) 
must be 0. Similar considerations apply when the modulus is decreased, 
starting from very large values. 

In this way one obtains the following equations:] 

1(8) = 10g(1- 8) -log (~- x) , 
1'(8) = __ 1_ + _1_ ~ = 1- 28 + X8 2 

1-8 i-x 8 2 s(1-8)(1-x8)" 

[Hence for 1'(8) = 0, we have] 

1 - 28 + XS2 = 0, 8(1 - xs) = 1 - 8, 1 - 28 + S2 = (1 - X)8 2 = (1 - 8)2, 

1 
- - 1 = vT=X = 1 - X8, 
8 

1-8 
---=8. 
1- xs 

[We shall now denote by vT=X the value of the square root whose real part 
is positive; the case where x is real and 2:: 1 is excluded from consideration. 
We shall also denote by (J' and (J" the two roots of the quadratic equation 

1 - 28 + XS2 = 0, 

1 , 1 
(J' = ---=== (J' = ----=== 

1 + vT=X' 1- vT=X 

so that the modulus of (J' is smaller than that of (J". 

I t follows that 

e!(a) = (J'2 = ( 1 )2 
1+vT=X ' 

!(a l ) 12 e =(J' = 
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Let us now visualize a line drawn from the point s = 0 to the point 
8 = 1, going through the point s = (J, and such that the modulus of el(s) 

steadily increases along the path from the point s = 0 to the point s = (J, 

but continuously decreases along the path from s = (J to s = 1. A line of this 
kind can serve as the path of integration for the integral by means of which 
the functions Pn and Qn can be expressed. 

On the other hand, for those integrals which represent the functions P~ 
and Q~, one can use an integration path which starts from the point s = 1, 
goes through the point s = (J', and then returns to the point s = 1, enclosing 
the point s = l/x. This path can always be chosen so that the modulus of 
el(s) attains its maximum value on the path only at the point s = (J. 

In the following figures, based on sketches by Riemann, the paths of 
integration are shown by dotted lines. 

Riemann's sketches of the paths of integration. 
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It is now a question of finding an asymptotic expression for the value of 
the integral 

(1 - (1 --

for infinitely large values of n. 
Let 

sa(1- s)b(l - xs)C = ¢(s). 

We must calculate Jo1 en!(s)¢(s)ds as n tends to infinity. 
Those portions of the path of integration which do not lie in the neigh­

borhood of the singularity at s = 0-, make a contribution to the value of 
the integral which is infinitely small when n is infinitely large. Moreover, 
because the real part of n(f(o-) - J(s)) grows beyond all bounds, under the 
assumptions which have been made, this contribution is also infinitely small 
in relation to the contribution from the part of the path in the neighborhood 
of s = 0-. For this reason, we need only find an asymptotic expression, valid 
for n tending to infinity, for the contribution of the neighborhood of s = 0-. 
We therefore write, denoting by h a quantity whose modulus takes small 
values:] 

s = 0- + h, 

J(s) = J(o-) + ~ JI/(0-)h 2 + (h3 ), 

n JI/ (0-) 
nJ(s) =nJ(o-) + 2 h2 +n(h3 ), 

-n JI/(o-) h2 = Z2 

2 ' 

dh = dz 
. / f"(a) , V -n-2 -

en!(s) = en!(a) e- z2+(z3 / v'n) , 

[If we now choose for the path, in the neighborhood of the point s = 0-, a 
straight line through this point bisecting the right angle between the two 
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tangents to the curve 

then the limits of integration for the variable z tend to -00 and +00 as n 
tends to infinity, and consequently the contribution to the integral from the 
neighborhood of the point s = 0" is, for very large values of n, asymptotically 
equal to 

enj(a)¢>(O") 100 _z2 - ft¥ enj(a) J If e dz - f"(a) ~ ¢>(O"). 
j (a) -00 --- yn -n-2 - 2 

Now 

Hence the asymptotic value of fo1 enj(sl¢>(s)ds is equal to 

n ( )~+l If ( 1 
) 

2n+a+b+ 1 

- I-x 2 4. 

n 1+Jr=X 

Similarly, the asymptotic value of f; enj(sl¢>(s)ds is found to be 

n ( )~+l If ( 1 
) 

2n+a+b+1 
- I-x 2 4. 

n I-Jr=X 

Under the given hypotheses, then, we obtain for the quotient Pn : P~ the 
asymptotic value:] 

(
1 _ Jr=X)2n+a+b+1 

1 + Jr=X 

[Thus for all values of x, with the exception of those which are real and 2: 1, 
the quotient Pn : P~ converges to zero as n increases without limit. 

The same is obtained for the quotient Qn : Q~, when a + 1 is substituted 
for a. 
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We have therefore proved that the convergents to the continued fraction 
given in § 1, in which the quotient 

po. (00 
00' 

(3+1 
(3' 

, x) 
" 

can be expanded, converge to the value of this quotient, for all values of x 
other than those which are real and ~ 1.) 

416 



Riemann, Collected Papers 

XXIV. 

On the potential of a ring. 

Suppose that we wish to determine the force, due to an arbitrary body, 
at a point outside the body, where the attraction or repulsion due to a piece 
of the body is inversely proportional to the square of the distance from that 
piece. It is known that we must seek a function V of the rectangular coor­
dinates x, y, z of the point, called the potential or potential function of the 
acting mass. The partial derivatives ~~, ~~, ~~ are the components of the 
accelerating force at the point x, y, z, or their opposite, according as the unit 
mass attracts or repels another unit mass, at unit distance, with unit force. 

To determine this function, which satisfies the differential equation 

(1) 

it suffices if a further condition is given at each point of the surface. Fre­
quently the problem presents itself in the form where the distribution of mass 
in the body is not given. Rather it suffices if the effects of the mass distribu­
tion in the surface are given. For example, V may be required to be equal to 
an arbitrary given function in the surface; its components in the tangential 
directions may be given at each points of the surface; or, at every point, the 
component in a particular direction may have an assigned value. It is well 
known that the procedure for the solution of the problem is to assemble a 
general expression, containing arbitrary constants aI, a2, . .. ,an, ... , 

from particular solutions 

of the differential equation (1). In the general expression R, which also 
satisfies the differential equation (1), we must choose the constants aI, a2, ... 

so that the boundary conditions are satisfied. 
In general, the expressions R converge only for certain values of the coor­

dinates x, y, z. For each particular expression R, the whole of infinite space 
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is divided by a surface 8 into two parts. In one part, the expression R con­
verges; in the other part, generally speaking (that is, apart from isolated 
points and , it diverges. Thus, example, 

I: an exp ( z J 0; + fJit) cos (YnX cos {-Jny 

ceases to converge for a definite plane perpendicular to the z-axis. If we in­
troduce polar coordinates in place of x, y, z, and develop V in powers of the 
radius vector, it is known that the coefficients of the nth power are combina­
tions of spherical functions of order n multiplied by arbitrary constants. We 
obtain a series that ceases to converge for a definite spherical surface with 
the origin at its center. It is worthy of note that a particular form of the 
expansion R already corresponds to a definite family of surfaces of conver­
gence (in the first case, a family of parallel planes; in the second, a family of 
concentric spherical surfaces); while the values of the coefficients determine 
where, in this family of surfaces, the divergence begins. 

Obviously the expression R must converge in the entire region where 
the values of the function V are to be specified. For only then can we 
substitute this expression into the boundary conditions in order to determine 
the arbitrary constants in R. On the other hand, one may readily show that 
an expression satisfying the differential equation (1) can only represent an 
arbitrary given function where the convergence ceases. Consequently, the 
form of the expression R has to be determined in such a way that the surface 
of the body is one of the family of boundary surfaces of convergence that 
belong to R. 

We now solve this problem for a ring with circular cross-section, which 
might be desirable for various physical investigations. 

1. 

We place the z-axis in the axis of the ring and the origin of coordinates 
in the center of the ring. The equation of the surface of the ring takes the 
form 

( J X2 + y2 ± a y + Z2 = c2 . 

I now seek to introduce variables in place of x, y, z, one of which has 
a constant value on the surface of the ring, and such that the differential 
equation (1) takes the simplest possible form for these variables. 
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\\1e introduce polar coordinates in the (x, y )-plane by writing 

x = cos y = 1'sm 

difIerential equation (1) becomes 

02V 1 oV 1 02V 02V 
-+- -+- -+-=0 01'2 l' or r2 0(jJ2 oz2 . 

The boundary equation is independent of cp, namely 

(r + a? + Z2 = c2 

Thus in the (r, z)-plane, the boundary is formed from two circles of radius c 
drawn around the points (-a, 0) and (a,O). 

I now introduce, in place of rand z, two new variables p and 1/J, by setting 
'1' + zi equal to a function of the complex variable pe7jJi: 

r + zi = f(pe7jJi). 

The quantity pe7jJi is to be determined as a function of r + zi in such a way 
that the modulus p is constant in each of the two boundary circles. Further, 
pe7jJi should remain continuous and finite everywhere outside the two circles. 

These conditions are satisfied if we let 

. {J + ,pe7jJi 
r + zz = 7jJ' 

1 + pe Z 

and 

For in this case, 

(a + (J) + (a + ,)pe7jJi 
a + r + zi = -'-----'---'---;-:---'---

1 + pe7jJi 
a+,6 + e7jJi 

(a + r + zi) (a + r - zi) = ...:...(a_+.....;'Y)-,-P_,.---
1 + pe7jJi 
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This quantity will be independent of 'l/J, if 

a+f3 
=p (a+,)p . 

Indeed, its value will be 

Likewise, the quantity 

(-a + r + zi)( -a + r - zi) 

will be independent of 'l/J, with the value 

(-a + (3)( -a + ,), 

if 

-a+ f3 p2 = . 
-a+, 

The values 

2 a + f3 2 -a + f3 
p=--,p=---

a +, -a +, 
thus correspond to circles with centers (-a, 0), (a, 0) and radii 

v(a+f3)(a+,) , V(-a+f3)(-a+,). 

If both radii are to be c, then we must have 

(a + (3)(a +,) - (-a + (3)( -a +,) = 2a(f3 +,) = 0, 

that is, , = -f3, a2 - f32 = c2, and so f3 = va2 - c2. 

2. 

The transformation of the differential equation (1) can be simplified by 
writing V = rf.!U. We obtain 

a2v 1 av a2u -1 au -+ - - = rf.!- +2J-l r f.! -
ar2 r ar ar2 ar 

au 
+ J-l(J-l- 1)rf.!-2U + rf.!-l - + J-lrf.!-2U 

ar 
a2u au 

= rf.! - + (2J-l + l)rf.!-l - + J-l2r f.!- 2u. 
ar2 ar 
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choose J1 so that the second term drops out, that is p = -1/2. Now the 
equation (I) becomes 

For brevity, we now denote the complex variables r + zi, pe,pi by y, TJ 
respectively, and the conjugate quantities by y' and TJ'. We now have 

y + y' . Y - y' 
r=-- z't=--

2' 2' 

au = ~ (au _ au i) a2u = ~ (a2u + a2U) 
ay 2 ar az ' ayay' 4 ar2 az2 ' 

and consequently, 

Further, 

1-TJ , 1-TJ' 
y={31+TJ' Y ={31+TJ" 

, _ 2 1 - TJTJ' 
y+y - {3 (1 +TJ)(l +TJ')' 

( 2) dTJ, dTJ' 
y={3 -l+l+T/ ,dy =-2{3(1+TJ)2,dy =-2{3(1+TJ')2' 

( ')2 a2u ( ')2 a2u 
y + y ayay' = 1 - TJTJ aTJaTJ' 

(1 - TJTJ')2 a2u 

TJTJ' a log TJa log TJ' . 

Since TJTJ' = p2, log TJ = log p + 'ljJi, log TJ' = log p - 'ljJi, we can write this as 

Thus the partial differential equation becomes 
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3. 

It is now easy to expand U a series of particular solutions this 
differential equation, which simultaneously converges or diverges for all values 
of cp orl/;. To this end we need only to give these particular solutions the 
form 

cos m1jJ cos ncp, cos m1jJ sin ncp, sin m1jJ cos ncp, sin m1jJ sin ncp 

multiplied by a function P of p that satisfies the differential equation 

( _ -1)2 ( d2 P ) ( 1) 
(II) p; d(1ogp)2 - m 2p - n 2 -"4 P = O. 

We can then determine the arbitrary constants using Fourier series. 
Let us write 

p _ p-1 
'----'--- = t 

2 ' 
then 

dP dP p+ p-1 

dlogp dt 2 

d2 P = (p + p-1)2 d2 P p _ p-l dP 
d(1ogp)2 2 dt2 + 2 dt 

2 d2P dP 
= (t + 1) dt2 + t dt' 

Now the differential equation (II) becomes 

t 2(t2 + 1) - + t 3 - - m 2t2 + n2 - - P = O. d2P dP ( 1) 
dt2 dt 4 

This differential equation contains only terms of two different degrees 
with respect to t. Consequently it can be solved via the procedure, known 
since Euler, involving hypergeometric series. The solution may be expressed 
in numerous ways via other hypergeometric series, namely these series whose 
fourth element is the value, or the reciprocal, of one of the nine quantities 

_(p+p-l)2 (p+p-l)2 (1_P2)2 
2 ' 2 '1+p2 

21_ 21_~.(1-P)2 _(1-p)2 (1+p)2 
p , P , p2 ' 1 + p' 4p' 4p 
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Indeed, for each of these eighteen quantities there are four distinct expansions 
that satisfy the differential equation, which represent the same particular 
solutions in pairs. In general, we expand by the smallest of these quantities. 
If we expand by one of these quantities that vanishes for p = 1, it is seen 
that of these two particular solutions, one is infinite for p = 1. Since V must 
remain finite, the coefficients of this particular solution must vanish in P, 
and P is proportional to the solution that remains finite for p = 1. Among 
the various expressions I shall be content to display one, denoting it by pn,m: 

pn,m = (1 - p2t+~ p±m F ( n ± m + ~,n + ~,2n + 1, 1 _ p2) . 

Since, in the values of pn,m, the first three elements of the hypergeometric 
series differ only by integers, all of the pn,m can be expressed linearly in 
two of them, pO,o and pO,1 (Comm. Gatt. ree., vol. III). These are entire 
elliptic integrals of the first and second kind. Perhaps the pn,m can be found 
most conveniently by the principle of arithmetic-geometric means, that is, 
via repeated transformations of second order2 • 

1 Gauss, Werke vol. III, p. 131. W. . 
2 All the pn,m may be expressed in further ways via entire elliptic integrals. 
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xxv. 

Diffusion of heat in an ellipsoid. 

According to the theory of Fourier, the problem of thermal flow in a 
homogeneous isotropic body is a question of solving the partial differential 
equation 

(1) 8u _ 2 (82u 82u 82u) 
8t - a 8x2 + 8y2 + 8z2 ' 

where a2 is a positive constant (the ratio of the conductivity to the product 
of the density and the specific heat). The function u is to be determined 
so that it satisfies: the differential equation (1) in the interior of the given 
body; for t = 0, u becomes a given continuous function of the coordinates 
(the initial state); and it satisfies still another condition on the surface, for 
example becomes a given function. 

If we are concerned with bodies bounded by an ellipsoid with semi-axes 
.va, V7J, yFi, elliptical coordinates can be introduced, in which one under­
stands A, fl, lJ as the three roots ~f the cubic equation 

(2) 
x2 y2 Z2 
--+-- + -- -1 = J(A) = 0, 
a-A /3-A l'-A 

subject to the restrictions 

-00 < A < l' < fl < /3 < lJ < a, 

so that A = ° at the surface of the given ellipsoid. 
The transformation of equation (1) is carried out most easily by the 

method of Jacobi. By differentiation of (2) we obtain 

(3) 

(4) 

~+1'(A) 8A =0, 
a-A 8x 

~ J'(A) 8A =0 
/3-A+ 8y , 

~ + 1'(A) 8A = 0, 
l' - A 8z 
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where, for brevity, we write 

- '\)(/1 -

Furthermore, from (3) and (4), 

(6) (0'\) 2 (0'\) 2 (0'\) 2 = _4 
ox + oy + OZ 1'()"). 

From this, one obtains 

dT = ~ V f'()..)f'(J1)f'(v)d)" dJ1 dv 
8 

as the expression for the volume element dT in the new coordinates, and the 
transformation of the integral, extended over an arbitrary region, 

111 ((~~r + (~r + (~:)') dxdydz 

Jr ff ((OU)2 1 (OU)2 1 (OU)2 1 ) 
= J" a).. 7'[>:) + 7iit 1'(J1) + ov 1'(v) 

~ V f'()..)f' (J1 )f'(v )d)" dJ1 dv. 

By taking the first variation of this integral in both forms, one obtains the 
transformation required: 

a 
a).. 

( 02U 02U 02U) 1 
ox2 + oy2 + OZ2 4V f'()")1'(J1)f'(v) 

f'(J1)f'(v) au a 
f'()..) a).. + 0J1 

f'(v)f'()..) au a 
+-

1'(J1) 0J1 ov 
f'()..)f'(J1) au 

f'(v) ov· 

Introducing the notation from (4) and (5), the differential equation (1) be-
comes 
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fn order to seek particular solutions for this equation, set 

'11= 

where 9 is an arbitrary constant and 11,).. is taken to 
tJ,tt only on {t, and 'I1v only on v. Then, if we set 

(9) 
y'e(:ij d y'e(:ij ddU: 

U).. = '11).. dA' 

dependent only 011 A, 

so that U).. is only dependent on A, and U~, Uv have corresponding meanings, 
it follows that 

If this equation is differentiated twice with respect to A, then 

2 2 _ d2 U).. 
- 9 - dA2 

or 

and similarly, 

Uv = _g2v2 - hv - k 

U~ = _g2{t2 - h{t - k, 

where hand k are arbitrary constants for which (10) is satisfied. They must 
be the same in all three formulas. Then from (9) there is a linear second 
order differential equation for '11).., 

d !ff7\\(A) du 
y'O(A) V V~;) d). + (l A2 + hA + k)u = 0, 

or in rational form 

(11) 

The same differential equation is also obtained for u~ and u v , on replacing 
the variable A by {t or v. 
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XXVI. 

Equilibrium of electricity on cylinders with circular cross-section 
and parallel axes. Conformal mapping of figures bounded by 

circles. 

The problem of determining the distribution of static electricity or the 
steady state temperature in an infinite cylindrical conductor with parallel 
generators is solved under the following hypothesis. In the first case, the 
distributing forces are assumed constant along lines parallel to the generators. 
In the second, the temperature of the surface is constant along these lines. 
The solution requires that a solution of the following mathematical problem 
is found: 

Determine a function u of the rectilinear coordinates x, y in a plane, one­
fold, connected surface 5 bounded by arbitrary curves, that satisfies the dif­
ferential equation 

in the interior of 5 and assumes arbitrary prescribed values on the boundary. 
This problem can first be reduced to a simpler one: 
Determine a function ( = e + TJi of the complex argument z = x + yi, 

which is real on all the boundary curves of 5, becomes infinite of the first 
order at a given point one of the boundary curves, and otherwise is finite and 
continuous on the whole surface 5. 

It can be shown easily with regard to such a function that it assumes 
each real value once and only once on each boundary curve. It can be shown 
further, that such a function assumes each complex value with positive imag­
inary part n times in the interior of the surface. Here n is the number of 
boundary curves of 5 (assuming that when going around one boundary curve 
in a positive direction, ( goes from -00 to +00). Using this function, we 
obtain on the upper half of the plane which represents the complex vari­
able (, an n-fold surface T, which is a conformal image of 5, and which is 
bounded by the lines which coincide with the real axis in the n sheets. Since 
the surfaces 5 and T are both n-fold connected, T has 2n - 2 simple branch 
points in its interior (cf. VI, section 7, p. ) and our problem reduces to the 
following: 
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To find a function of the complex argument (, that branches as does 
T, whose real part 'U is continuous the interior of T and arbitrarily 
prescribed values on the n boundary lines. 

Given a function w = h + ig of (, that branches as does T, which is loga­
rithmically infinite at an arbitrary point E in the interior of T, whose imag­
inary part ig is continuous in T, except at E, and vanishes on the boundary 
of T, then by Green's Theorem (I, section 10): 

where the integration is taken over the n boundary lines of T. 
However, the function 9 can be determined in the following way. Extend 

the surface T over the whole plane of ( by adjoining the mirror image of 
the upper half in the lower half (where ( has negative imaginary part). We 
obtain a surface that covers the whole (-plane n times and has 4n - 4 simple 
branch points. Hence 9 belongs to a class of algebraic functions for which 
the number pis n - 1 (VI, sections 7 and 12). 

The function ig is now the imaginary part of an integral of the third kind, 
whose discontinuity points lie at E and its conjugate E', and whose moduli of 
periodicity are all real. Such a function is completely determined up to an 
additive constant and our problem is solved, as soon as we succeed in finding 
the function ( of z. 

We will deal further with this last problem under the hypothesis that the 
boundary of S is formed by n circles. The circles can either all lie outside 
of each other, so that the surface S stretches to infinity, or one circle can 
enclose all the others, whereby S is finite. With the help of a mapping by 
reciprocal radii, either case can easily be reduced to the other. 

If the function ( of z is determined on S, then ( can be extended contin­
uously across the boundary of S by taking the harmonic pole of each point 
of S with respect to each of the boundary circles, and assigning the function 
( the conjugate value there. Thus the region S is extended for the function 
(, and its boundary again consists of circles with which we can proceed sim­
ilarly. This operation can be continued indefinitely, whereby the domain of 
the function ( spreads out more and more over the whole z-plane. 

In the following we avail ourselves of the notation 
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jf a and a' are conjugate imaginary numbers. The relation so expressed for 
two numbers is preserved if on both sides conjugate imaginary numbers 

f.il'e added, or divided. Also the root can be extracted from both 
if it is defined properly. 

Now let ( = (' and (, (' correspond to the values z, z'. Then, if r is the 
l'adius of one of the boundary circles of Sand z has the value p at the center 
of this boundary circle: 

Hence 

z-p 
r 

z = (az, + b)­
ez' + 15 

where a, b, e, 15 denote constants. Now 

dz 
d( 

1 

I¥c d( 

z 

I¥c d( 

Let us write 

( ab - be dZ')-
(ez' + 15)2 d(' 

( r 1 ez' + 15 

Jab - be .fij, 

( r 1 az' + b 

Jab - be .fij, 

1 

I¥c = y, 
dz 
d( 

Z 
--=Yl 
fii Vdf, 

and denote by y', y~ the values that y and Yl assume at ('. Then we have 

(1) 

Y = (ey~ + by' ) - , 
Jab - be 

( ay~ + by')-
Yl = Jab - be 
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It follows that 

(~y, ~l d2y e d(~ + tS dl2 

d(2 vatS - be 
(2) 

(~y, ~l d2Yl a d(~ + b dl2 

d(2 vatS - be 

N ow by differentiating 

(3) Yl 
Z=-

Y 

it follows that 

or 

(4) 
1 d2y 1 _t2y u- 1 

Y d(2 - Yl d(2· 

Similarly, 

(5) 
1 d2y' 1 d2y~ 

y' d('2 = y~ d('2· 

From this, and from (1) and (2), it follows further that 

(6) 

Now let 

(7) 

Then s is a function of ( which has conjugate imaginary values for conjugate 
imaginary values of (, and thus does not change along an arbitrary path 
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returning to its starting point within the surface T and its symmetrical ex­
tension. Therefore s is a bounded algebraic function of ( branched like T; 
11 and Yl are particular solutions of the linear differential equation (7), and 
z is their ratio. Conversely, take the algebraic function s in T arbitrarily 
80 that it takes conjugate imaginary values at conjugate points, and so for 
real values of ( becomes real. Take any two particular solutions of (7), then 
the function z = yI/ Y gives a conformal mapping of the surface T, which is 
bounded by circles. The undetermined constants that are introduced must 
be determined so that this image is free of singular points in its interior and 
thus is a one-fold surface in the z-plane, and further so that the boundary 
circles take given positions. 
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XXVII. 

Examples of surfaces of least area with a given boundary. 

1. 

The surface of minimal area will be found whose boundary consists of three 
lines which intersect at two points. Thus the surface is an infinite sector 
having two vertices in its boundary and one in the sector passing to infinity. 

Let the angles that the three lines form with one another be 0:7f, (37f, ,7f. 
The surface we are seeking maps to a spherical triangle on the sphere, whose 
angles are 0:7f, (37f, and ,7f. Hence 0: + (3 + , > L 

The points corresponding to the two vertices and the vertex at infinity 
may be denoted by a, b, and c in the plane of the complex variable t (XVII, 
§13, p. ). Then we have 

or 

J const. dt 

U = (t _ c)J(t - a)(t - b) 

u = const. 

~_N 
V~ V~ 

log [fi /fi. t-a + t-b 
c-a c-b 

Assuming, as we may, that a = 0, b = 00, and c = 1, it follows that 

dt 
du = const. ri ; 

(1 - t)vt 

1- Vi 
u = const. log ri 

1 + vt 

and the last constant has the value vfi!j, where C is the shortest distance 

between the two skew lines. 
If we set 

as in §14 of the paper mentioned (p. ), then these functions are finite at all 
points of the t-plane, except for 0,00,1, and are single valued. If we examine 
the behavior of these functions in a neighborhood of the singular points by 
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the methods indicated on p. 
the function 

, we see that kl and 

{ i-~ i-~-~ +} 
1 ex 1 (:J L, 

4"+2 4"+2 

and TJ is the quotient of two branches of this function. 

2. 

are two branches of 

Let the surface of smallest area that we are seeking be bounded by two 
convex polygons with straight line edges lying in parallel planes. Assume 
the surface runs along each polygon once. In this case the surface will be 
twofold connected an can be changed to a simply connected surface by one 
transverse cut. 

The image of the minimal surface on the sphere will be bounded by two 
systems of arcs of great circles, whose planes are perpendicular to the planes 
of the boundary polygons, and which therefore run together at two antipodal 
points on the sphere. Each of these two points corresponds to the collection 
of vertices of the two boundary polygons. There is a point of reversal of the 
normal on each of the polygon. To that point corresponds the end point 
of the arc of the great circle in question. Hence the image of the minimal 
surface will completely cover the sphere once. 

If we project the surface of the sphere onto the tangent plane at one of the 
points in which the boundary arcs come together, then we obtain as the image 
of the minimal surface a piece of surface H which completely represents the 
plane of the complex variable TJ. It is bounded on the one side by a system of 
straight lines that run starlike from the origin to certain points C l , C2 , ... ,Cn 

and on the other side by a second system of straight lines which run from 
certain other points C~, C~, ... ,C:n to infinity, and hence their extensions 
meet at the origin. Here nand m are the number of vertices of the two given 
polygons. 

This twofold connected surface will now be mapped to a surface Tl in the 
plane of a complex variable t covering the upper half plane twice, in such a 
way that the two boundaries correspond to the real values of t. Since the 
surface is twofold connected, it contains two branch points. If we add to the 
surface Tl its mirror image with respect to the real axis, we obtain a surface T 
that covers the whole t-plane twice, whose four branch points correspond to 
conjugate imaginary values of t. By introducing a new variable tf in place of 
t, which is related to t by a quadratic equation in both variables, we arrange 
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for the branch points to correspond to t' = ±i, ±i/ k where k is real and < 1. 
In addition, any given real value of t can be made to correspond to a given 
real value of t' in one of the two sheets. 

Therefore we must determine t as a function of the complex variable ry, 
80 that, at each point of the surface H, t has a definite value that changes 
continuously with position; t is real on both boundaries of H; and t is finite or 
infinite of first order at each point of the two boundary lines. We extend this 
function continuously across the boundaries by giving conjugate imaginary 
values to points lying symmetrically on both sides of each boundary segment. 
Then it is easy to see that the function dl~p has conjugate imaginary values 
for conjugate imaginary values of t. Hence it is single valued in the entire 
surface T, and continuous with the exception of isolated points. Therefore it 
must be a rational function of t, and in fact must be 

We let Cl, C2, ..• , Cn, c~, d2 , ... ,c~ denote the real values of t which corre-
spond to the points Cl , C2 , ... ,Cn , C~, C~, .. . ,C:n. Likewise, the real values 
that correspond to vertices collecting at the origin, (respectively, at infinity) 
of the surface H are denoted by bl , b2 , . .. , bn , b~, b~, ... , b~. Then dl~fTJ must 
be infinitely small of first order at 

and infinitely large of first order for 

and the branch points 

Therefore we may set: 

dlogry ¢(t,b.(t)) 
dt - -v'7i-(1=+~t2~)(=1 =+=:=k~2t~2)' 

where ¢ is a rational function of t and b.(t), which goes to zero at the points 
c, c', goes to infinity at the points b, b', and is determined by these conditions 
up to a constant real factor. However, if such a function exists there must 
be an equation connecting the points c, c', b, b' by virtue of which one of the 
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points is determined by the others. (VI, §8, p. ). Moreover, from the 
remarks above concerning the points c, c', band b', one point can be chosen 
arbitrarily. The additive constant attached to log'1l is determined if TJo is 
given as the value of TJ corresponding to one of the points c. We then have 

10 -10' _ jt ¢(t, f:l(t))dt 
gTJ gTJo- c J(1+t2 )(1+k2t2 ) 

After TJo and c are determined, there still remain 2n + 2m undetermined 
constants in this expression: namely 2n + 2m - 2 of the values c, c', b, b', the 
modulus k, and a real constant factor in ¢. 

For the determination of these constants, first, there are two conditions 
which say that the real part of the integral 

J ¢(t, f:l(t))dt 

J(l + t2)(1 + k2t 2 ) 

taken over a closed curve enclosing the two branch points i and ilk vanishes, 
and that the imaginary part of the same integral has the value 21fi. For the 
remaining 2n + 2m - 2 constants, we obtain the same number of conditions 
from the requirement that the points c and c' correspond to the given points 
C and C' in the TJ-plane. 

We now consider the x-axis as being perpendicular to the plane of the 
two bounding polygons, and examine the image of the minimal surface in the 
plane of the complex variable X, after it is changed to a simply connected 
surface by slicing from one boundary to the other. Then the real part of 
X is constant on both boundaries and on each cut of the surface between 
the boundaries and parallel to them. The imaginary part increases steadily 
around such a cut, and indeed by a constant amount throughout. It follows 
that the image of our surface in the X-plane is bounded by a parallelogram, 
and is covered once. The two sides which correspond to the boundary of 
the surface are parallel to the imaginary axis. The other two sides, which 
correspond to the edges of the cut, can actually be curvilinear, but coincide 
with each other via a translation parallel to the imaginary axis. 

This parallelogram must be mapped into the upper half Tl of the surface 
T, so that both sides parallel to the imaginary axis map to the two edges of 
T1 , and the other two sides correspond to the two edges of a transverse cut 
of T1. One such mapping is established by the function 

X = iCJ dt + C' 
J(l + t2)(1 + k2t 2 ) , 
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where the constant G is real, and G' can be chosen arbitrarily, if we have at 
our disposal the position of the origin on the x-axis. If h is the perpendicular 
distance between the two parallel bounding planes, it follows that 

which determines the constant G. 
That solves the problem, except for the determination of the constants, 

since by the formulae on p. one has 

whereby the coordinates of x, y, z of the minimal surface are represented as 
functions of two independent variables. 

For the constants occurring in rJ, there are still two conditions. Namely, 
the real part of the integrals which express Y and Z are equal to 0 when 
taken over a closed curve in the rJ-plane that encloses the origin. 

If we assume that h and the directions of the bounding lines are given, 
then in addition to the additive constants in X, Y, Z, our expression depends 
on n + m - 2 undetermined constants. For these we may take the distances 
of the points G and G' from the origin in the rJ-plane, between which there 
are the two relations just noted. There are just as many constants, however, 
which determine the mutual position of the bounding polygons. For we can 
retain two polygon sides for fixing the origin of the coordinate system, giving 
each of the remaining n + m - 2 a parallel shift in their plane. 

The result assumes a simpler form if certain symmetries are assumed 
in the bounding polygons. In the following, we consider the case in which 
the two polygons are regular and form the top and bottom faces of a right 
truncated right pyramid over a regular polygonal base. 

In this case, all of the reversal points of the normals lie at the midpoints 
of the boundary lines, and therefore fall in pairs in the same planes going 
through the axis of the pyramid. 

If we set the y-axis perpendicular to one of the bounding lines, then a 
point G and a point G' will lie on the real axis of the rJ-plane, and have 
distances rJo, rJb from the origin. The points G, respectively G', lie on two 
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concentric circles, forming the vertices of a regular polygon on each, in such 
a way that each point C lies OIl the same radius vector as a point C'. 

Since one point can be arbitrarily selected in the boundary of the surface 
T, we may specify that the point C lying on the real axis corresponds to 
t = 0 in one of the two sheets of T. It then follows from symmetry, that 
the part of the real axis in the7]-plane lying between C and C' corresponds 
to a line in the surface T, which runs from t = 0 in the first sheet to the 
branch point t = i and from there along the imaginary axis back to the point 
t = 0 in the second sheet. Hence when t has pure imaginary values, so does 
¢(t, ~(t)), and the point C' corresponds to t = 0 in the second sheet. 

Now the surface H is mapped by the substitution rJr!, = rJorJb onto a 
congruent surface H' in such a way that the points C become the points C' 
and conversely (with the ordering interchanged). It follows that two points 
rJ and rJ' = 1]01]0 lying in the surface H correspond to points that lie over each 

1] 

other in the two sheets of T. Since dlogrJ+dlogrJ' = 0, ¢(t, ~(t)) must have 
the same value at points that lie over each other in the two sheets. Thus 
¢(t, ~(t)) can be expressed as a rational function in t, and by the remark 
above has the form t'ljJ( t2 ), where 'ljJ denotes a rational function. 

This occasions us to map the surface T onto a surface S using the sub­
stitution 

1 + t 2 
___ =82 

1 + k2t 2 ' 

whereby the upper half of the surface T corresponds to a sheet simply cover­
ing the 8-plane, which is slit along the real axis between 8 = 1 and 8 = 11k, 
and between 8 = -1 and 8 = -1 I k. The edges of both these cuts correspond 
to the boundary of the surface H. From this we get the following expression 
for X: 

where 

while rJ itself can be represented as an algebraic function of 8. 
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If the boundary is formed from squares, then 

I 

V' (1 - ms) (1 - m l s ) 
T/=c (1 + ms)(l + . 

points s = 1 1m, s = l/,m' on both edges of the cut correspond to the 
v{)rtices of the square in one boundary. To the reversal points of the normal 
correspond s = 1, s = II k. To a point on both edges of the cut corresponds 
,<;I lin, which is to be determined by the equation dl~:!/ = O. We have 

1 > m > n> m' > k. 1 

When the boundary consists of equilateral triangles, 

T/ = C (1 -ms) ~ (1 -kS) ~ 
1 + ms 1 + ks 

In order to examine the possibility of determining the constants in this 
Case, first set s = ±1, obtaining 

T/~ = C (1 + m) ~ (~) t 
I-m l-k 

Hence 

C = VT/oT/b, !!ii. = (1 -m) ~ (~) t 
VT/b l+m l+k 

and for the special cases where the two triangles are congruent, 

T/oT/~ = 1, C = 1. 

To the vertices of the triangle in one of the boundaries correspond the 
points s = 11m on both edges of the cut and the point 11k, so that we must 
have k < m < 1. The first reversal point of the normal occurs for s = 1, the 
other two correspond to a point s = lin on both edges of the cut, so that 

k < n < m. 

IThe preceding considerations may be extended to many cases in which the two poly­
gons are not regular. Thus the expression for 1] above remains valid for a boundary 
consisting of two rectangles whose midpoints lie on a line perpendicular to their planes, 
if it is assumed that the modulus of 1]1]' has the same value for the reversal points of the 
normals. This occurs, for example, if both rectangles are congruent. 
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From the equation dl~;rJ = 0, we determine 71: 

2rn + k 

For each choice of k, m satisfying the condition 

0< k < m < 1, 

this yields a value of 71 between k and m. 
However, there is another equation between m, nand k which expresses 

the fact that r,3 = 7J~3 when s = lin. This equation is 

If 71 is eliminated from these two equations, the following relation is obtained 
between k and m: 

k 1 + m + 2mk _ m 2k + m ( 2 )2 ( )3 
k(l + m 2 ) + 2m - k + 2m ' 

from which k is to be determined in terms of m. 
For k = ° the left side of the equation is zero, and the right side is m18. 

For k = m the difference between the left and right side is 

(1 - m 2)3 
m(3 + m 2)2· 

This is positive for m < 1. Hence for each value of m less than 1 there is an 
odd number of values of k < m. Since it now follows easily that 

has only one maximum between k = ° and k = m, then for each m < lone 
and only one value of k can be found satisfying our conditions. Accordingly 
there is only one corresponding value of n. For the two bounds m = 0, 1 we 
obtain k = 71 = m. 
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The functions X, Y, and Z are now given by the expressions 

If we have the additive constants at our disposal. 
The two remaining constants m and vi rJorJb can be determined from the 

given lengths of the sides of the triangles. Denoting these by a and b, we 
obtain 

In the particular case a = b, we have rJorJb = 1, and one transcendental 
equation 

T, ~ 2~ t"' J(1- S2~~1 _ k2s2) ('I + ~) 
remains for the determination of the constant m. If we let m pass from a 
to 1 in the expression on the right, it remains positive; however, it becomes 
infinitely large at both limits. Thus there must be a minimum at some 
intermediate value of m. It follows that there is a lower bound for the ratio 
a/ h beyond which there are no solutions of the problem, while for each value 
of a/h above this bound there are two values of m, hence two solutions of 
the problem exist. We may assume that only the smaller of the two values 
of m actually corresponds to the least area of the surface. 
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XXVIII. 

Fragments concerning limiting cases of the elliptic modular 
functions. 

1. 

Addendum to §40 of Jacobi, Fundamenta nova theoriae functionum 
ellipticarum. 

The formula contained in this section of Jacobi's work appear to merit 
further consideration in the case where the modulus of the variable q is 1, 
because they then provide examples of functions of a single variable which 
I'u'e discontinuous for any value of the argument. 

In fact the series considered, for the most part, do not converge when the 
modulus of q is 1, but by integrating them convergent series can be obtained, 
and formulae (1 )-(7) thus yield the following. 

(4:8) r (log k -log 4Jq) dq = -4log(1 + q) + ~ log(l + q2) Jo q 4 
4 ( 3 4 ( 4) - 9 log 1 + q ) + 16 log 1 + q -..., 

(,19) r _ log k' dq = 4 log (1 + q) + ~ log (1 + q:) Jo q 1 - q 9 1 - q 

+ ~ log (1 + q5) + ... 
25 1 - q5 ' 

(50) r log 2K dq = 4log(1 + q) + ~ log(l + q3) Jo 'if q 9 
4 5 + 25 log(l + q ) + ... , 

(51) r (2K _ 1) dq = -4log(1- q) + ~ log(l _ q3) Jo 'if q 3 

4 ( 5 - "5 log 1 - q ) + ... 

= 2i log (1 - q~) + 2i log (1 - q:~) 
1 + qz 2 1 + q z 

+ 2i log (1 - q3'~) + . .. , 
3 1 + q3z 
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(52) {2kK dq = 4 log (1 + 1/2) _ ~ log (1 + 3/2) Jo 7r q 1 - q . 3 1 - q . 

4 (1 + q5/2) + - log + ... 
5 1 - q5/2 

_. (1 + q1/2i) 4i (1 -q3/2i) 
- 41, log 1/2' + log 3/2' 1-q 1, 3 l+q 1, 

4i (1 -q5/2i) 
+ 5 log 1 + q5/2i + ... , 

J (2k'K ) dq 4 
(53) -7r- - 1 q = -4log(1 + q) + 3 log(1 + q3) 

4 5 - "5 log(1 + q ) + ... 

( 1 - qi) 2i (1 -q2i) = -2ilog --. + - log 2' 
1 + qz 2 1 + q 1, 

(54) r (_2Jki_k_' K _ _ 1) _dq = _ ~ log(1 + q2) + ~ log(1 + q6) 
Jo 7r q 2 6 

4 ( lO 4 ( 14) - -10 log 1 + q ) + -14 log 1 + q - ... 

_ 2i 1 (1 - q2i) 2i 1 (1 - q4i) - - - og + - og 
2 1 + q2i 4 1 + q4i 

2i (1 -q6i) 2i (1 -q8i) - - log . + - log . - ... 
6 1 + q6z 8 1 + q8z 

where the logarithms are to be interpreted in such a way that they vanish 
for q = O. 

The formulae corresponding to the functions involving the powers of q, 
given by Jacobi, can be represented as follows. 
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(57) 

(58) 

(59) 

(60) 

4 'IjJ(n)q2R+2(4m-l)2 n 

+ L 2£+2(4m - 1)2n 

To discuss more precisely the nature of these functions, we shall begin by 
enunciating the following general theorem as a lemma. 

If the series 
ao + al + a2 + ... 

whose terms are summed in the order in which we have written them, has a 
convergent sum, then the function of the variable r which is the sum of the 
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senes 

tends to the sum of the series when T tends to 1. 
From the lemma it is easily deduced that if f (q) IS a function of the 

complex variable q defined by the series 

when the modulus of q is less than 1, then the value of the sum of the series 
(if it has a sum when q has the value qo of modulus 1) is given by the value of 
the function f ( q) obtained when q converges towards qo in such a way that 
its modulus changes by the same amount; that is, with the usual geometrical 
representation, when the point which represents q approaches qo along a line 
perpendicular to the boundary of the domain of definition of the function. 

By these means, the various formulae giving the values of the functions 
listed can be justified, although (48)-(54) are obvious enough. 

For brevity, we denote by (x) the distance of the real number x from the 
nearest integer, except when x differs from an integer by 1/2, in which case 
(x) = O. Moreover, we define E(x) to be the greatest integer not exceeding 
x. Then we obtain from (48), by assigning to q the value qo = exi : 

(62) (log k - log 4y'Q) 3.. l ex; d 

o q 

( X2) 2 ( 2X2) 2 ( 3x2 ) = -2log 4cos 2 +"4 log 4 cos 2 - 9' log 4cos 2 

2 ( 4X2) + - log 4 cos - - ... 
16 2 

_ 47fi (~) + 47fi (2X) _ 47fi (3X) + 47fi (4X) _ ... 
27f 4 27f 9 27f 16 27f 

_ (-l)nlog (4 cos n~2) [ . (_l)n (nx)] 
- 2 L 2 +47fZ L 2 . n n 27f 

The imaginary part of this series converges for all X, but the real part 
does not converge when 2: is a surd. However, when 2: = r:: and min are 
relatively prime integers, the series takes the form: 
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1f2 n-l (_1)8 cos :: ( S1fm2 ) 1f2 
- '" log 4 cos -- - -2 log 4; 
n2 L sin 1l"82 n 6n 

8=1 n 

2°: if n is even, and p denotes an odd integer, 

1f2 (n/2)-1 2(-1)8 log (4 cos 81l":;-2) 1f2 
'" 2 + - log4 n2 L sin ~ 3n2 
8=1 n 

+-(-1) log--+logn+- --. 21f2 n/2 ( qo - q 8 L: logp) 
n2 qo + q 1f2 p2 

Here it is clear that the formula must be understood as meaning that, after 
the function 

21f2 (1)n/21 qo - q - - og--
n 2 qo + q 

whose value is determined by making q tend to the limit qo in the manner 
specified earlier, the remainder converges to the finite number given by the 
remaining terms of the formula. 

Similarly, we obtain 

(63) 

l exi I dq X2 2 3X2 2 5X2 
-logk - = - 2 log tan - - - logtan - - - logtan - - ... 

o q 2 9 2 25 2 

+41fi ((2:) - (~ +~)) 

+ 4;i ( (~:) _ (~: + ~) ) 

+ 41fi ((5X) _ (5X + ~)) + ... 
25 21f 21f 2 

_ L:oo logtan ~ [ . L:oo 1 ((PX) (PX 1))] -- +41f'Z - - - -+-
p2 p2 21f 21f 2 ' 

-00 1 
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(64) l e
xi 

2K dq ( ) 2 ( ) log - - = 2 log 4 cos - + - log 4 cos - + ... 
o 1T q 2 9 2 

( X) 41Ti (3X) 41Ti (5X) 
+ 41Ti 21T + 9 21T + 25 21T + ... 

_ 00 log (4cos p~2) [ . 00 ~ (PX)] - L 2 +4m L 2 ' P P 21T 
-00 1 

(65) {' C: -1) ; ~ -2 log ( 4 sin ~2) + ~ log ( 4 sin 3~2) 

2 ( 5X2) - "5 log 4 sin 2 + ... 

X+1T 1, X+1T (2 )2. (4)2 
= i log tan 4 + '2 log tan 4 

1, X+1T . (6)2 + 3" log tan 4 + ... 

+ 21T ( (2: + ~) - (2: + ~) ) 
+ 21T ((2X +~) _ (2X + ~)) 

2 21T 4 21T 4 

+ 21T (( 3x + ~) _ (3X + ~)) + ... , 
3 21T 4 21T 4 
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r"' 2kK dq = 
Jo 1f q 

2 2 
logtan - + - 100 tan - - - logtan - + ... 

4 3 b 4 5 4 

+ 41fi ( (X;) _ (X; + ~) ) 

_ 4;i ( (~:) _ (~: + ~) ) + ... 

" x+1f Z X+1f ( )2 2" (3 )2 = 2z log tan -4- + "3 log tan 4 

+ ~i log tan eX: 7r r + .. 

+ 41f ( (4: + ~) - (4: + ~) ) 
+ 41f ((3X +~) _ (3X + ~)) + ... , 

3 41f 4 41f 4 

(67) {' Ck~ K _ 1) = _ 2 log ( 4 cos ~2) + ~ log (4 cos 3~2) 

_ ~ log (4 cos 5;2) + ... 

( X) 41fi (3X) 41fi (5X) - 41fi 21f + 3 21f - 5 21f + ... 

x+1f Z x+1f (2 )2" (4)2 
= - i log tan 4 + "2 log tan 4 

i (6X + 1f)2 - "3 log tan 4 + ... 

- 21f ( (2: + ~) - (2: + ~) ) 
+ 21f (( 2x + ~) _ (2X + ~)) _ ... , 

2 21f 4 21f 4 
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(68) 

--- - 1 - = - log( 4 cos x 2 ) + - log( 4 cos 3x2 ) l exi (2Vk' K ) dq 1 
o 7r q 3 

1 2 - "5 log(4cos5x ) + ... 

_ 27ri (;) + 2;i (;) _ 2;i (~) + ... 

= - ~ log tan ( x + ~ r + ~ log tan ( 2x + ~ r 
- ~ log tan ( 3x + ~ r + ... 

-7r((;+~) - (;+~)) 

+ ~ ((~ +~) - (~ +~)) 
-i ((3; +~) - (~ +~)) + ... 

The imaginary part of the formula (65), after substituting 2:m for x, 
becomes: 

1°: when n is an even integer, 

00 
(_1)(P-l)/2 ( 1) 2:: -47ri 2:: Pnm + -2 (-lts/ 2 ; 

p+ns 
s=O l::;p::;n-l 

2°: when n is an odd integer, 

~ -47ri ~ (_1)(p-l)/2 (pm +~) (_1)ns 
~ ~ p+2ns n 2 ' 
s=O 1::;p::;2n-l 

which clearly has a finite value unless n _ 0 (mod 4). 
The convergence of the series 

implies that, given any quantity E no matter how small, it is always possible 
to assign a term an, beyond which the sum of the subsequent terms up to 
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and including am shall always be less in absolute value than E. For brevity, 
let 

En+1 = an+l, 

En+2 = an+1 + an+2, 

En +3 = an+1 + an+2 + an+3,··· 

Then the function 
f (r) = ao + al r + a2r2 + ... 

can readily be expressed in the form 

ao + aIr + a2r2 + ... + anrn + En+Irn + 1 + (En+2 - En+l)rn+2 

+( En +3 - En+2)rn+3 + ... 
= ao + aIr + a2r2 + ... + anrn + En+l(rn + 1 - rn+2) 

+En+2(rn+2 - r n+3) + ... 

Hence it is evident that, as r tends to the limit 1, the function f (r) differs 
from the value of the series ao + al + a2 + ... by an arbitrarily small amount. 
As for the sums ofthe terms whose indices exceed n, En+l, En +2, ... are all, by 
hypothesis, less than E in absolute value, and since the differences rn+! - r n+2 

are all positive, it is clear that the sum of these terms is 

< E(rn+! _ rn+2) + E(rn+2 _ r n+3) + ... 
< Ern+l. 

On the other hand, the sum of the terms whose indices do not exceed n is 
an algebraic function of r whose value can be made to approach as closely 
as we wish to 

ao + al + ... + an 

by choosing r sufficiently close to 1. It therefore follows that the function 
f (r) differs from the value of the series 

. by an amount which can be indefinitely reduced as r tends to 1. 
From this theorem, to which Dirichlet, who attributed it to Abel, has 

recently (September 14, 1852) drawn attention, in a paper which came to my 
attention after the preceding pages were written, it can easily be deduced 
that ... 
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2. 

log k = log 4y'q + 2) 1 

. 2m dd L 1) X = -;;: Jr, no. et a = . Then 

.(x ~ 82 sx) logk = Z - + L..,(-1) - tan -
2 s 2 

4 
--,q= 

( 

00 2n ) X 2 smJr 
= i - + LL(-1)8 tan-

2 2nt + s n t=o 8=1 

X 11 2n smJr x 8 - 1 

= i - + 2i L ( _1)8 tan -- 2 dx 
2 0 n 1-x n 

8=1 

11 2n 2sm 1 1 2n -ts t .x sa - a a 
=z-+2 -1 - dx 

2 0 L( ) a 28m + 1 2n L 1 - atx 
s=l t=l 

1 11 2n td n-1 2n 
= i ~ + _ ~ 0: X 2 ~ ~(_1)s+a-10:s(2ma-t) 

2 2n 0 L.., 1 - o:t X L.., L.., 
t=l a=l s=l 

since - ~ = -- ~(_1)a(J0:28am ( 
1 (-1 Y 0:2samra 1 2n-1 

1 + r0:2sm - L.., 1 - r2n 2n ~ 

. n-1 
zx ~ 

= 2 + 2 L..,log(l- o:n+2ma)(_1)a 
1 

zx . 2m(J a a 2m(J 1 . (n-1 n-1 ( )) 
=2+ 2Jrz ~~(-1) -~(-1) E ~+2 . 
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:c = !!..?:Z!:., Tn, n odd. Let 0: = e21Ti/4n. Then 
n 

114n- 1 8- 1d 2ms 1 x 8 X X 0: -
+-i+2 -1 2 L ( ) 1 - x4n 0:2m8 + 1 

o 8=1 

= A + ::. i + 2.27r'i I: .::. (_1)8 (_Tn_s_-_n _ E (_Tn_S)) 
2 1 n 2n 2n 

(where Tnf.L = 1 (mod 2n)). 

3) x = :; 7r, Tn odd. Let 0: = e21Ti/8n. Then 

1 k q + qo 3 ~ 1 1 1 (1 + q2n) 
og = q _ qo 8n2 L S2 + 2n og 1 _ q2n 

. 8n-1 
X'l L L 2 2 STn7r + - + i ( -1) tan -
2 8ni + S 4n 

t 8=1 

1 8n-1 1 2 
X . 1 x s- dx 0: m8 - 1 s 

=A+-'l+2 ~ (-1) 
2 L 1 - 8xn 0:2m8 + 1 o 8=1 

X 4n-1 1 1 
= A + - i + 2 ~ log(l - 0:4n+2rm) - . -(8n(( -ly-1(r - 1) - (-lYr) 

2 L 8n 4n 
r=l 

+ 8n( -1 Y (4n - 1)) 
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(substituting t _ 2rm + 4n (mod 8n)) 

2n-1 

-8 

2n 

= A + .:. i - 4 L log(l - a 2sm ) ~ (-1)s 
2 4n 

s=o 

2n-1 ( ) X . 8m 1 8 s. 
= A + - Z - 4 L - + - (-) (-1) 2HZ 

2 4n 2 4n 
s=o 

where (x) is as above. 
Now 

1 qt 1 
- log k' = 8 ~ - -- = 4'i ~ q = exi . 

L...; t 1 - qt L...; t sin t x ' 

1) x = ~ H, m odd. Let a = e21Ti/4n. Then 

00 4n-1 1 1 
-logk' = 4i~ ~ -4-- --­

L...; L...; nt + 8 sin !!I!!:!!. 
t=O s=1 2n 

11 4n td 4n-12n-1 
8 ~ a x ~. _~ ~ ~ aams(2a+l)a-ts 

= L...; 1 - atx 4n 2n L...; L...; 
o t=1 s=1 a=O 

n-1 

= L [log(l + a m (2r+1») -log(l + a-m (2r+1»)] 

o 

( 
1 2n-1 a 2msa 

using 1 _ ra2ms - ~ r1 ~ r2n ' 

1 = _ ~ ~1 aa2msa = ~ ~ a 2msa ) 
1 - a 2ms 2n L...; 2 L...; 

a=O a=O 
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2) x = ~7r, n odd. Let a = e27ri/2n. Then 

2 12n-l 

1 k' - q + qo 'if -n + 81 L og - --- -% --- ----
q qo 4n 2 1 - x2n 1 - a 2ms 

o s=1 

112n td 2n-1n-1 ( (n-1)) 
= A + 8 L a x . -~ L L a - -2- a ms(20-+1)a- ts 

o 1 - atx 2n n 
t=1 s=1 0-=0 

n-1 1 ( n-1) = A + 8 L log(l - a m (2r+1)) _ r - -2- n 
o 2n n 

- 8 L log(1 - a m (2r+1)+n) - r - -2- n 1 ( n-1) 

2n n 

(using 1) t _ m(2r + 1) (mod 2n), 2)t _ m(2r + 1) + n (mod 2n)) 

(n-1)/2 

= A + 8 L ~ (;) (log(l - a2ms+mn) -log(l - a-2ms+mn)) 

1 

- 4 L (;) (log(1- a 2ms+(m+1)n) -log(l - a-2ms+(m+l)n)) 

(where mJ-l - 1 (mod n)) 

= (-1) m+ 1 ~ q + qo + 7ri n - 1 J-l - 4 L E J-lS + ~ . [ 
2 ( 2 (n-1)/2 ( ))] 

4n2 q - qo 2n 1 n 2 
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Finally, 

2K L qt (qO + q) L 1 ( ql log - = 4 = log -- + 4 ---
'if t (1 + qt) qo - q t 1 + qt 

= log -- + 2i - tan -. ( qO + q) L 1 tx 
qo - q t 2 

1) x = 2;; 'if, n odd. Let a = e27ri/2n. Then using 

we have 

2K (+ ) 2n-l 1 a 2ms - 1 
log - = log ~ +2~ ~ --- ----

'if qo - q ~ ~ 2nt + s a 2ms + 1 
s=l 

( ) 
n-l 

qo + q 1 
= log -- + 2 L log(1 - a 2rm ) ( -1 Y - n 

qo - q 1 2n 

n-l 1 
- 2 L log(1 - a 2rm+n ) ( -IY - n 

1 2n 

= A + ~ L (r: + ~) (-1 Y2'ifi - ~ L (r:) (-1 Y2'ifi 

(n-1)/2 

( qo + q) ~ (( 2m 1) (2m)) = log qo _ q + 2'ifi ~ s -;;: + 2" - S -;;: . 
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2) x = ~1r, n odd, m odd. Let 0; = . Then 

2K q + qo 1 (qO + q) 'L 4Ln-l 1 -=---+og -- +2 
4 2 4 t + ",2'ms + 1 1r q - qo n qo - q 8=1 n s LX 

-1 

1 4n t 4n-12n-l 

= A+21 L 0; dx ~. -~ L ~(_ltO'0;28am(0;2m8 _1)0;-t8 
o 1 - o;t X 4n 2n ~ 

t=1 8=1 a=O 

=A-2Llog(1-0;2mr)~(-lY r-n 4n 
2n-l ( ) 

1 4n sn 

(using 1) t _ 2mr (mod 4n), 2) t = 2mr + n (mod 4n)) 

(where mJ1 = 1 (mod 2n)) 

3) x = ~ 1r, m odd. Let 0; = e27rij4n. Then 
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2K 4n-1 1 ms 1 
1 1 qo + q 2 L:.L: a-og-= og--+ 

7r qo - q 4nt + s a ms + 1 
s=1 

11 2n td 1 4n-14n-1 ( ) 
= A + 2 '" a x _ 2'" '" (_1)U (J - 2n a msu a-ts 

O L.....t 1 - atx 4n L.....t L.....t 4n 
t=1 s=1 u=1 

2n-l ( ) 
= A + 27ri ~ ( -1 r fJ,r:n 2n 

where mfJ, = 1 (mod 4n). 
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Commentary on XXVIII. 

R. Dedekind 

The time of writing of the first of the two fragments (September 1852) 
makes it likely that Riemann started from here in finding examples of func­
tions with infinitely many discontinuities in each interval for his work on 
trigonometric series (XII). Perhaps the second investigation, which occurs 
on the barely legible sheet, has the same object. However, the method used 
by Riemann here to determine the behavior of the modular functions appear­
ing in the theory of elliptic functions, in the case that the complex period 
ratio 

(1) 
K'i log q 

W=-=--
K 7ri 

tends to a rational value, permits a very interesting application. The ap­
plication, in the so-called theory of the infinitely many forms of the theta­
functions, concerns the determination of the constants appearing via trans­
formations of first degree, which as is known, were reduced by Jacobi and 
Hermite to Gauss sums, and thus to the theory of quadratic residues. The 
following commentary illustrates these relationships. 

The central point, in some sense, of the theory of these modular functions 
can also be put forward almost independently of elliptic functions, and has 
been the object of numerous investigations since the first edition of Riemann's 
works appeared. This central point is the function 

(2) 

where for brevity we set 

(3) 

The product is taken over all natural numbers 1/. Now this function of the 
complex variable W = x + yi, whose ordinate y is always positive, is finite 
and non-zero in the simply connected region bounded in this fashion. Hence 
all powers of TJ( w) with arbitrary exponents, and likewise log TJ( w), are single 
valued functions of W once their values have been fixed at a certain point. 
We specify log TJ(w) by the condition that when y tends to infinity, and thus 
q vanishes, then 

(4) 
W7ri 

logTJ(w) -12 = o. 
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The conjugate of log 1]( w) is then log 1]( -w'). Here and below, w' denotes the 
conjugate of w. We know (Fund. nova §36) that 

1](2w)1] (;) 1] (1 ~w) = 11/481](W)3, 

~ = 11/48v'2 1](2w) 
TJ e~w) , 

W = 11/48 TJ(w/2) 
1] e~w) , 

J2K = 1-1/24 TJ (~)2 
K 1](W) 

Thus, by the rule given above, 

log 1](2w) + log 1] (~) + log 1] e~w) = ;! + 3 log 1](w), 

log k = log 4 + ~i + 4 log 1](2w) - 4 log 1] e~w) , 

log k' = ~i + 4 log 1] (~) - 4 log 1] (11w) , 
(5) 

log 2:; = _~i + 4 log 1] e~W) - 210g1](w). 

As in Fund. nova, §40, the logarithms on the left side are single valued 
functions of w, defined so that the three quantities 

WKZ ;;; I 2K 
log k - log 4 - 2 = log k - log 4y q, log k, log--;-

tend to 0 with q. 
From this behavior of the functions, we now obtain, with the help of linear 

fractional transformations of the theta-functions, the behavior investigated 
by Riemann when W becomes close to a rational value. Equivalently, q tends 
to a definite root of unity qo. Let 

01(Z, w) = L 1 (s+~)2~+(s+~)(z-~) 

= 21](w)lw/12 sin ZK I1(1-1wlI+Z)(1-lWII-Z) 

where the summation extends over all integers s. Using an accent to denote 
differentiation with respect to z, we have 
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Now let a, ,,8 be four integers satisfying the condition 

- f-Jr = 1. 

know that 

B1 (z, 2: ~:) = eJa + ;3wd p(a+ pw)z2 B1 ((a + ;3w)z,w). 

Here e is an eighth root of unity, depending on a,;3", 8 and the choice of the 
tlqnare root, whose determination was reduced to Gauss sums by Hermite 
(Liouville's Journal, Ser. 2, vol 3, 1858). For z = 0, this yields 

thus 

(7) 

! ( , + 8w ) ( )3/2()! ( ) 
()1 0, a + ;3w = e a + ;3w 1 0, W , 

71 (' + 8W) = e1/ 3 ( a + ;3w )1/2r/(W). 
a +;3w 

Prom this transformation of 71( w), the transformation of log 71( w) may be 
deduced. 

The case ;3 = ° is dealt with directly via the definitions (2), (4) of 71(w), 
log 71(w), and we have 

(8) 
7fZ 

log 71(1 +w) = log71(w) + 12' 

or more generally, for any integer n, 

(9) 
n7fZ 

log71(n + w) = log71(w) + 12· 

However, if ;3 =I- 0, the quantity p, = - (a + ;3w? cannot be negative. 
Consequently one can define log p, uniquely in such a way that its imaginary 
part always remains between -7fi and 7fi. Consequently conjugate values of 
log p, correspond to conjugate values of p,. Now, as a consequence of (7), 

(10) log 71 (2 : ~:) = log 71(W) + ~ log{ - (a + ;3w?} + (a,;3", 8) ~;, 
where (a,;3", 8), denotes an integer, completely determined by a,;3", 8, 
that remains unchanged when these four numbers are multiplied by -1. 
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Clearly it is even more desirable to determine (a, (3",6) than the above root 
of unity c, and determination is the actual objective of the following 
investigation. 

We begin by reducing (a, ,,<5) to a number that depends only on a, 
Namely, let ,', <5', be numbers that likewise satisfy aJ' - (3,' = 1, then we 
know that " = , + na, JI = J + n(3, where n denotes a natural number. 
From (9), then, 

( ,' + J,W) (,+JW) 
log 7] a + (3w = log 7] n + a + (3w 

_ 1 ( , + Jw ) mri 
- ogrl (3 + . 

a+ w 12 

Now, according to (10), it follows that the quantity 

( ") J' ( ) J a,(3" ,J - (3 = a,(3",J -73 

depends only on the pair of numbers (x, (3. Hence we may write 

(11) (3(a,(3",J) = a+J - 2(a, (3). 

Thus 

(12) log 7] (,+~w) = 10g7](w)+~10g{-(a+(3w)2}+ a+J - ~(a,(3) 7ri. 
a + w 4 12 

The quantity 2( a, (3) and (as we shall see later) (a, (3) itself, is an integer 
depending only on the pair of relatively prime integers a, (3: and we also 
have 

(13) (-a, -(3) = -(a, (3). 

If we replace each term in equation (12) by the corresponding conjugate 
quantity, then according to the above remarks we obtain 

( ,+ JWI) (') 1 {( ')2} a + J - 2(a, (3) 10g7] - (3 = log 7] -w + -4 log - a + (3w - (3 7ri. 
a+ Wi 12 

Since the left side can, by (12), also be written in the form 

( -' + J( _Wi)) 1 a + J - 2(a -(3) 
log 7] a _ (3( -Wi) = log 7]( -w' )+4 10g{ -( a+(3w')2}+ 12( -(3)' 7ri 
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we obtain 

( 1 

and, in consequence of (13), also 

(15) (-ex,/3) = -(ex,/3). 

If the result (12) is also to hold for the case /3 = 0, ex = 8 = ±1, then we 
should complete the definition of the symbol (ex, /3) via the rule 

(16) (±1,0) = ±l. 

This is consistent with (13), (14), (15). 
From (15), we have (0, ±1) = O. Thus if we let ex = 0, /3 = 1, , = 

1, 8 = 0, the result (12) becomes the special case of the complimentary 
transformation 

(17) (-1) 1 log7] -:; = log7](w) + 4: log( _w2 ). 

In (12), we now replace W by 1 + wand by - t, and we express the 
quantities 

( , + 8 + 8w ) ( 8 - ,w) 
log 7] ex + /3 + /3w ,log 7] /3 - exw 

in terms of log 7](w) via (12). Recalling (8), (17), we readily obtain the 
following two results valid for every relatively prime pair ex, /3: 

(18) 

( 19) 

(ex + /3, /3) = (ex, /3), 
2ex( ex, /3) + 2/3(/3, ex) = 1 + ex2 + /32 - 3Iex/3l· 

With the aid of the last result, which is closely related to the reciprocity 
theorem in the theory of quadratic residues, we can also give equation (11) 
the form 

(20) (ex, /3",8) = 2,(ex, /3) + 28(/3, ex) - (ex, + /38) ± 3ex8. 

The sign ± is to be chosen so that ±ex/3 = lex/3l. In this way the number 
(ex, /3",8), which first occurs in (10), again appears in the form of an integer. 

It is now plain that the two results (18), (19) not only include the earlier 
properties (13)-(16), but also suffice to determine the value of (ex, /3) in every 
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case via a continued fraction expansion, in fact giving an integer value for 
(0:, This already follows from the rule 

(21 ) 0:+ + {3 - 0:, if 

which is an easy consequence of (18) and (19). Conversely it is clear that 
(21) in conjunction with (18), that is, with the rule 

(22) (a' ,{3) = (a,{3) ifa'_a (mod{3) 

likewise provides for the complete determination of the symbol (a, {3) and fur­
nishes a very convenient calculation of a table. Finally, it is very convenient 
to give the symbol (a, {3) a definite meaning when the pair of integers a, {3 
are not relatively prime but have an arbitrary (positive) greatest common 
divisor p. In this case, let 

(23) (a,{3) = p (~,~). 
Obviously the two rules (21), (2.) remain valid without change. Admittedly, 
the first term 1 on the right side in the rule (19) must be replaced by p2. 
However, the two rules (21), (2.) now yield the complete determination of 
(a, {3) without the aid of (23). Moreover, these rules are also valid for the 
case a = {3 = 0 if we let 

(24) (0,0) = o. 
This extension of the symbol (a, {3) often permits results to be given a unified 
statement, which would otherwise have to be decomposed into various cases. 
(Compare the results contained in (28), (34).) 

Although the symbol (a, {3) is now completely defined for every pair of 
rational integers a, {3 by the properties (21), (2.), it would be difficult to 
derive a general expression for (a, {3) from these properties. With the help 
of the method applied by Riemann in the two fragments, we can set down 
such an expression in the form of a finite sum. This method consists of 
the investigation of the behavior of the modular functions when w = x + yi 
approximates a rational number, -a / {3 in lowest terms. If this approximation 
takes place in such a way that a + {3x is infinitely small of higher order than 
yiY, then the ordinate in the quantity 

1+ Jw J 1 
WI = = --

a+{3w {3 {3(a+{3w)' 
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Ilppearing in (12), becomes infinitely large and positive. Now according to 

Thus 

7fi 1 2 2( a, fJ) - a 
log 17(w) + 12fJ(a + fJw) +4 1og{-(a+ fJw)}= 12fJ 7fi 

In order to get close to Riemann's notation, we replace a, fJ by -rn, n. Now 
we may state this result as follows. If the variable w = x + yi approaches 
the irreducible fraction rnln in such a way that nx - rn is infinitely small of 
higher order than Vfj, then ultimately 

(25) 
7fi 1 rn - 2(rn, n) 

log 17(W) + ( ) + -4 log{ -(nw - rn?} = 12 7fi. 
12n nw - rn n 

If we subject the approximation to the sharper condition that nx - rn 
is infinitely small of higher order than y2, then the imaginary parts of the 
second and third terms on the left vanish. On subtracting the conjugate 
quantity we get the limiting result 

(26) ( ) ( ') rn-2(rn,n) 
log 17 w - log 17 -w = 7fi. 

6n 

As a consequence of the above extension ofthe symbol (rn, n), (26) also holds 
if the pair of integers rn, n has arbitrary greatest common divisor. 

Before we make use of this relation to solve our problem, we note some 
consequences. Let a, a be positive integers and e an arbitrary integer. Sup­
pose that the approach of w to its limiting value obeys the latter, sharper 
condition. Clearly the same is true for the approach of 

e + ow h 1 en + orn --- to t e va ue . 
a an 

Consequently, at the same time as (26), we have the limiting result 

1 ( e+ow) 1 ((e+ow')) en+orn-2(en+orn,an) . og 17 - og 17 - = 7fl. 
a a 6an 
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We have the following easily deduced rule for any prime number p, which 
derives from the transformation of order p or from (2): 

(27) logTJ{pw) + ~logTI (_8 +_W) = -'---'--- + (p + 1) 10gTJ(w). 
8=0 p 

We subtract from (27) the equation obtained from (27) by passing to conju­
gate quantities. On taking the limiting value we obtain the rule 

(28) p(pm, n) + I)m + n8, np) = p(p + l)(m, n). 
8 

Here 8 runs over an arbitrary complete residue system (mod p). From (27) we 
can derive, in various ways, more general results valid for arbitrary composite 
integers p. Arising from these results there is an analogous result for the 
symbol (m, n). However, we shall not enter here into these properties of 
the function log TJ(w) and the symbol (m, n), which are of great independent 
interest. 

Turning now to our problem, we employ the representation 

(29) W7rZ "" 10g7](w) = 12 + L.,..log(l - 1WV) 
v 

that follows from (2) and (4). Here v runs over the natural numbers, and 
the logarithm on the right side vanishes together with 1 w. Hence 

00 1wVJ-t 

10g(1-1WV) = - L-' 
J-t=1 /1 

Carrying out the summation with respect to v, we obtain the transformation 

(30) 
W7ri 1 1wJ-t 

log n(w) - - - "" ---'/ - 12 L.,.. /1 1 - 1 WJ-t ' 

given by Jacobi (Fund. nova, §39). Hence 

, (w + w')7ri ~ aJ-t 
10g7](w) -log7](-w) = - L.,..-' 

12 J-t=1 /1 
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Here, for brevity, we let 

1 1 
1- 1-w'J.!· 

Now we let the positive ordinate y of w = x + yi tend to zero, and the 
abscissa x, as above, tend to the rational constant min, subject to the above 
sharper condition on the approximation. The integers m, n may have an 
arbitrary common divisor below: however, we take the denominator n to be 
positive. For brevity, let 

The constant () satisfies the condition ()n = 1, and r denotes a positive variable 
less than 1, increasing to the limit 1. Now we have 

1 1 

and we are concerned with the determination of the limiting value of 

( ) ( ') m7ri ~ aJ.! logTJ w -logTJ -w = -- - L..J-. 
6n Jt 

By combining each pair of numerators aJ.! corresponding to the numbers 
IL = sn + v, IL = (s + l)n - v (0 < v < nI2), we readily see that the absolute 
value of the sum 

AJ.! = al + a2 + ... + aJ.! 

remains below a finite constant independent of v and IL, for all r, including 
r = 1. By a general theorem 1 , it follows that the series 

~ aJ.! _ ~ A (.!. __ 1 ) 
L..J IL - L..J J.! IL 1L+ 1 ' 

with the terms in order of increasing IL, is also convergent for r = 1 and is 
continuous at this point. Recalling (26), it follows that 

(m, n)7ri = L bJ.!, 
3n IL 

1 Dirichlet, Vorlesungen iiber Zahlentheorie, vol. 2, §143. 
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where blL = lim aIL is 0 or 

1 1 
1 - ()IL 1 - ()-IL 

according as ()M = 1 or not. Applying the transformation 

n-l 
1 = _~ ~ (J()lLa 

1 - ()IL n L...t ' 
a=l 

we obtain a representation 

that is valid for all /1. This representation yields the value of our infinite 
series without the use of definite integrals. 

For a real z, we use the notation (( z) ), rather than (z), for the difference 
of z from the nearest integer, a value between -1/2 and 1/2, for the sake of 
clarity. Following Riemann (pp, and) if z is halfway between two integers, 
the value of the periodic function (( z)) at this discontinuity is taken to be 
O. The value 0 at such a z is the arithmetic mean of the two limiting values 
((z + 0)) = -1/2, ((z - 0)) = 1/2. By a well-known result from the theory of 
trigonometric series, which also follows directly from the logarithmic series, 
the representation 

is always valid. Thus 

(31) 
1-ZM - pM 

21fi((z - 1/2)) = L . 
/1 

It follows that 

---- - 21fz - - -L ()-Ma - ()lLa _ . (((Jm 1)) 
/1 n 2 ' 

hence 

(m,n) = L ~ (((Jm _ ~)). 
6n n n 2 
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However, replacing a by n - a yields 

Subtracting this readily gives the expression 

(32) 

where n is assumed to be positive and s runs over a complete residue system 
(mod n). This expression for the symbol (m, n) in the form of a finite sum 
permits various transformations and simplifications, which we examine more 

closely below. The result (32) also holds when m, n have an arbitrary (pos­
itive) common divisor p. We obtain this on recalling (23), supplemented by 
the formula 

(x an arbitrary real number; p' runs over a complete residue system (mod 
p)), which is important in itself. 

Now let us assume that m, n are relatively prime. For brevity, let 

B = 1r~ 
24n(nw - m)' 

1- (_1)m 
p, = 2 ' 

c = ~ log{ -(nw - m?}, 

1- (-1)n 
v = ---'---'--

2 

Then (1 - p,)(1 - v) = 0, m - p" n = v (mod 2). From the limiting result 
(25), 

m-2(m,n) 
log7J(w) = 1ri - 2B - C. 

12n 

At the same time this yields 
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log - (4 -- 3v)B -
v 

+"2 log 

1 ( W) m - 2(m, 2n) . 1 - fJ, 
OgTj - = 7rZ (4 - 3fJ,)B - C + -2- log 2, 

2 24n 

1 ( l+W) m+n-2(m+n,2n) . ( ) C og TJ -- = 7rZ + 2 - 3fJ, - 31.1 B -
2 24n 

j.l+1.I-1 
+ 2 log2. 

The symbols that appear here are, in consequence of (28), always connected 
by the relation 

(34) 2(2m, n) + (m, 2n) + (m + n, 2n) = 6(m, n). 

At the same time we obtain, in consequence of (5), the limiting results 

log k = 3m+2(m+n6~n)-4(2m,n) 7ri + (j.l + 21.1 - 2)(12B - 2 log 2), 

(35), logk' = (m+n,2~~-(m,2n) 7ri + (2j.l + 1.1- 2)(12B - 2log2), 

log 2;; = (m,n)-~:+n,2n) 7ri + (1- j.l-I.I)(12B - 2log2) - 2C. 

Comparison of these results with the eight formulae in the second frag­
ment reveals that Riemann attached less value to the determination of the 
infinitely large real parts contained in the terms with B, C; they are partly 
not precisely given, and partly dropped. Moreover, in the imaginary parts 
(in the third, fourth and fifth formulae) there were some small slips. These 
slips were already freely corrected in the first edition; the real part is repro­
duced without change. It cannot always be recognized at a first glance that 
Riemann's formulae coincide in their imaginary parts with the above results 
(35), and it would take us too far afield to give complete proof of this here. 
However, since this is of some importance, we append the following remarks 
for clarification. 

By the denominator of a rational number x, we understand the smallest 
positive integer n for which nx is an integer m; we call m the numerator 
of x. Now there are always infinitely many numbers x' having the same 
denominator n, whose numerators m' satisfy the congruence mm' _ 1 (mod 
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n). Each such number Xl will be called an associate (socius) of x (compare 
Section 77 of Disqu. Arithm.). The real numbers x, yare said to be simply 
congruent if their difference is an integer, <1nd we denote this by x = y. To 
each cl<1SS of congruent numbers :r corresponds eX<1ctly one cl<1sS of numbers 

, and if p is an integer relatively prime to n, then p(px')' = x. Now, for 
brevity, let us write 

Then this function, as we easily see from the above expression or alternatively 
from (18), (15), (12), (34), has the properties 

(37) {
D(X) = D(x + 1) = -D( -x) = D(x'), 

D(2x) + D (~) + D (X!l) = 3D(x). 

For the function E(x), sometimes used in Riemann's formulae, namely 
the greatest integer::; x, we substitute the expression 

(38) E(X)=X-~- ((x-~)). 
Here, for integer x we are to replace E(x) by the arithmetic mean x - ~ of 
E(x + 0) and E(x - 0). Then in most of these formulae, only functions of 
the form 

(39) R(x) = L ((vx)) , S(x) = L ( (vx - ~) ) 
will appear. Here the summations are taken over non-negative integers v less 
than half the denominator of x. These functions have the properties 

( 40) {
R(X) = R(x + 1) = -R(-x), 
S(x) = S(x + 1) = -S( -x), 
R(x) - S(x) = R(x') - S(x') = ~ h. 

Here h denotes the excess of the number of positive terms (( vx)) over the 
number of negative terms. We have the following relations of these functions 
to the function D(x). In general, according to (36), 

(41) 6S(x') = D(2x) - 2D(x). 
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If x has even denominator n, then 

( 42) 
1 
6 

However, if x has odd denominator n, then the numbers y that satisfy the 
condition 2y _ x, that is, y - ~ and y ~ (x + 1), fall into two classes. We 
denote those having the same denominator n by Xl, and the other numbers 
y by X2. The latter numbers have the denominator 2n. Now 

( 43) 

and 

( 44) 

R(X2) = R(x) - S(x) = 2R(x) - S(2x) 

D(x) 
D(2x) 
D(XI) 
D(X2) 

= 6R(X2) - 4R(x) - 4R(x'), 
= 6R(X2) - 8R(x) - 2R(x'), 
= 6R(X2) - 2R(x) - 8R(x'), 
= 6R(X2) - 2R(x) - 2R(x'). 

From these relations, we recover the above condition 

(45) D(2x) + D(xd + D(X2) = 3D(x). 

The validity of the first three representations in (44) follows from the earlier 
properties of R( x) on taking into account the relations 

We have the inverse relations 

(46) {
6R(X) 
6R(x') 
6R(X2) 

= 3D(x) - 2D(2x) - D(xd = D(X2) - D(2x), 
= 3D(x) - D(2x) - 2D(xd = D(X2) - D(xd, 
= 5D(x) - 2D(2x) - 2D(xd = 2D(X2) - D(x). 

We must postpone the derivation of these and numerous other relations, 
all of which are closely related to the theory of quadratic residues, to another 
occasion. 
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XXIX. 

Fragment on Analysis Situs. 

Two 1-solids will be placed in the same or different classes depending on 
whether or not it is possible to continuously change one into the other. 

Every two I-solids which are bounded by the same pair of points, to­
gether form a connected I-solid without boundary. This can form the whole 
boundary of a 2-solid, or not, depending on whether they belong to the same 
or different classes. 

An inner, connected, unbounded I-solid, if taken once, can either be the 
whole boundary of an inner 2-solid, or not. 

Let aI, a2, ... ,am be m inner connected n-solids without boundary which 
taken once, neither individually nor in combination can completely bound 
an inner (n + 1 )-solid. Let bl , b2 , ..• ,bm be n-solids with the same properties, 
where each b taken together with one or more of the a's form the complete 
boundary of an inner (n + 1 )-solid. Thus each inner connected n-solid which 
with the a's forms the complete boundary of an inner (n + I)-solid, likewise 
does so with the b's and conversely. 

If any unbounded inner n-solid when taken together with the a's forms 
the entire boundary of an inner (n + 1 )-solid, then as a consequence of the 
hypotheses the a's can successively be eliminated and replaced by the b's. 

An n-solid A is said to be changeable into another n-solid B if an inner 
(n + I)-solid can be completely bounded by A and by pieces of B. 

If in the interior of a continuous manifold, each unbounded n-solid is 
bounded with the help of m fixed parts of n-solids which do not bound it by 
themselves, then the manifold is m + 1 times connected in dimension n. 

A continuous connected manifold is said to be simply connected, if it is 
simply connected in each dimension. 

Let A be a bounded continuous manifold. A connected manifold B of 
lower dimension lying inside A whose entire boundary falls in the boundary 
of A is called a transverse cut of A. 

The connectedness of an n-solid will be changed by a transverse cut with 
a simply connected (n - m)-solid by a decrease of 1 in the m-th dimension, 
or by an increase of 1 in dimension m - 1. 

The connectivity of the fL-th dimension can only be changed either by 
changing unbounded nonbounding fL-solids into bounded, or bounding into 
non-bounding. The first case changes to the extent of bounding a fL-solid, the 
last to the extent that new parts are added to the boundary of a (fL + 1 )-solid. 
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The dependence of the connectivity of the boundary B of a 
continuous manifold A on the connectivity A. 

The solids without boundary which are non-bounding within B fall into 
those which are not bounding within A and those which are bounding within 
A. We examine first, how the connectivity of B can be changed by a simply 
connected transverse cut of A. 

Let A be n-dimensional, q an m-dimensional transverse cut, a the (n -
1 - m )-dimensional envelope of a point of q which q does not disconnect, and 
p the boundary of q. 

The connectivity of A will be increased by 1 in the (n -1- m)-th dimen­
sion, if a is not bounding within A', and decreased by 1 in the (n - m)-th 
dimension if a is bounding within A', 

I. 

II. 

III. 

A' - A = (~~ 1) if a is not bounding within A' (a) 

= (~) if a is bounding within A' ({3) 

Change 
a not bounding within A', of A of B 
a not bounding within B', 
consequently p bounding within B, 

(m+~ 1) (n-~-l ~) a bounding within A', 
a not bounding within B', 
consequently p bounding within B, 
a bounding within A', 

(~) (n -m-1 ~) a bounding within B', +1 
consequently p not bounding within B. 

(n-m-1 m-1) 
-1 -1 

IThere are a few symbols here in the manuscript whose significance and relevance I 
could not decipher. W. 
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Two parts of solids (space parts) are said to be connecting or to belong 
to one piece, if a line can be drawn from an inner point of one, through the 
interior of the solids (space) to an interior point of the other. 

Theorems from the Theoria Situs. 

(1) A solid of dimension less than n - 1 cannot separate one part of an n­
solid from another. A connected n-solid may, or may not, have the property 
of being decomposed into pieces by each transverse cut by an (n - 1 )-solid. 
We designate the first kind by a. 

If an n-solid belonging to a is changed into another by a transverse cut 
by an (n - 2)-solid, then this is connected and either belongs to a or not. 

Those n-solids of a, which are changed into non-a by every transverse cut 
by an (n - 2)-solid, we designate by al. 

(2) If a solid A is changed into al!other, A', by transverse cut by a J-l-solid, 
then each transverse cut of A of dimension more than J-l+ 1 forms a transverse 
cut of A' and conversely. 

If one of the al n-solids is changed by a transverse cut by an (n - 3)-solid 
into another aI, then this belongs to the a(2). It is possible for it to belong, 
or not belong, to al. 

The aI's, which are changed by every transverse cut by an (n - 3)-solid 
into a non-aI, we denote by a2. 

If one continues in this way, then at last one obtains a category an -2 of 
n-solids, which consists of those an -3 's which, with each transverse cut by a 
I-solid (linear transverse cut), are changed to non-an -3's. We call these an -2 

n-solids simply connected. The all n-solids are hence simply connected apart 
from transverse cuts of dimension n - J-l - 2 or less, and will be called simply 
connected up to dimension n - J-l - 2. 

An n-solid that is not simply connected up to dimension n - 1 can be 
decomposed by a transverse cut by an (n - 1 )-solid, without becoming dis­
connected. The n-solid arising, if it is not simply connected up to dimension 
n - 1, can be decomposed by a similar transverse cut. Clearly the proce­
dure can be continued so long as one does not arrive at a solid connected 
up to dimension n - 1. The number of transverse cuts which brings about 
such a decomposition of the n-solid into one that is simply connected up to 
the first dimension can differ according to the choices of the transverse cuts. 
Clearly there must be a type of decomposition for which the number of cuts 
is smallest. 
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xxx. 

Convergence of p-fold infinite theta-series. 

The investigation of the convergence of an infinite series with positive 
terms can always be reduced to the investigation of a definite integral using 
the following theorem: 

Let 
a1 + a2 + a3 + ... 

be a series with positive decreasing terms. Further, let f(x) be a function 
decreasing with increasing x; then 

10+1 

f(oo) > a f(x)dx > f(oo + 1). 

Hence 

rn+! 
f(O) + f(l) + ... + f(n) > Jo f(x) dx > f(l) + f(2) + ... + f(n + 1). 

Accordingly, the series 

f(O) + f(l) + f(2) + ... 

converges and diverges together with the integral 

100 
f(x)dx. 

If now f (n) is positive and an < f (n), then the series 

will likewise converge when this integral converges. This gives the theorem: 
00 

If an < f (x) for n 2 x, then the series L an converges provided that the 
n=l 

integral Jooo f (x )dx converges. 
Now let x = ¢(y), f(x) = f(¢(y)) = F(y). We have 

100 
f(x)dx = J F(y)¢'(y)dy. 
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If the two variables x, y increase and decrease together (and tend to in­
together) then, according to the above hypotheses, F(y) decreases and 

increases with increasing y. Thus the above condition convergence 
becomes the following: 

The series I: an converges if for n ~ ¢(y) we have an < F(y), or equiva­
ltmtly, if for an ~ F(y) we have n < ¢(y), and the integral 

100 
F(y)¢'(y)dy 

converges. 
If now an > F(y), then the same holds for aI, a2, ... ,an-I' Thus if 

an+l < F(y), we find that n is the number of terms of the series that exceed 
F(y). Accordingly, we can also express the result as follows: 

Let F(y), ¢(y) be two functions, the first decreasing with positive y, the 
second increasing to infinity with y. Suppose that the number of terms of 
a series with positive terms that are ~ F(y) is < ¢(y). Then the series 
converges if the integral fboo F(y )¢' (y )dy converges. 

We now look for such functions for the p-fold infinite series 

We may assume without loss of generality that the quantities ai,i' and Vi are 
real. 

The general term of the series 

is greater than e-h2 if 

p p p 

- L L ai,i,mimi' - 2 L mivi < h2 . 

i=l i'=l i=l 

For our purpose, then, we wish to determine how many combinations of the 
natural numbers ml, m2,'" mp satisfy this inequality. 

To this end we first treat the multiple definite integral 
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taken over the region defined by the inequaltiy 

p p 

-LL < 1. 
1=1 i'=l 

The integral will have a finite value if and only if the quadratic form 

p p 

- L L ai,i' XiXi' 

i=l i'=l 

can be written as a sum of p positive squares. For if 

- '" '" a, x x·, = t 2 + t 2 + ... + t 2 
~ ~ 2,2 2 2 1 2 p' 

then the domain of integration is defined via the inequality 

ti + t~ + ... + t~ < 1, 

and the integral A becomes 

A = Jr r. .. J (L ± OXI OX2 ... Oxp) dt l dt2 ... dtp. 
} Otl Ot2 otp 

The functional determinant is a finite constant and none of the variables t 
can have absolute value> 1. 

On the other hand, if the t 2 were not all positive, or some of them were 
absent in the transformed quadratic form, then infinite values of t would 
occur in the integral A, and A itself would be infinite. 

This result would not change in any way if, in place of the above domain 
of integration for A, we took the following: 

-L L ai,i'xixi' - 2 L aiXi < 1 
i i' i 

where the ai are arbitrary real numbers. Now let us consider the inequality 

-L L ai,i,mimi' - 2 L Vimi < h2 

i i' i 

.. m· 
or, wntmg r = Xi, 

- '" '" a· ·,xx·, - 2 '" Vi X· < 1 ~ ~ 2,2 2 2 ~ h 2 • 

i i' i 
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It follows at once that, for every finite h, a finite number of combinations 
of the integers ml, m2, ... ,mp satisfy this inequality, since the Xi must all 
remain between definite finite bounds, and within these bounds there are 
only finitely many rational numbers with a given denominator h. 

Let Zh be the number of possible combinations of the number m. 
We now consider the sum 

This quantity is finite for finite h, and as h tends to infinity has the limit A. 
We have already established that A is finite if the function - L L ai,i' XiXi' 

i i' 
can be represented as the sum of p positive squares. If we write the above 
sum as A + k, then k is a finite quantity tending to 0 as h tends to infinity. 
Thus 

Zh = (A + k)hP 

is the number n of terms of the theta-series that are> e-h2 . Accordingly 

n«A+K)hP 

where K is a constant, which can be taken as small as we wish if we con­
sider only sufficiently large h. The functions F(y), ¢(y) can now be taken as 
follows: 

Since the integral 100 
e-y2 (A + K)W-Idy 

converges, the same holds for the O-series under the given hypotheses. We 
conclude that the p-fold theta-series converges for all values of the variables 
VI, V2, . .. , vP' provided that the real part of the quadratic form in the exponent 
is essentially negative. 
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XXXI. 

On the theory of Abelian functions. 

Let (e1' e2, . .. ,ep) be a system of numbers with the property 

By VI, §23 (p. 126), under these hypotheses we may satisfy the congruence 

with certain points TIl, Tl2, ... ,Tl2p-2 that are linked via an equation ¢ = o. 
Accordingly, let ulJ. and u~ be the values taken by the integral ulJ. of first kind 
for two indefinite systems of values s, Z and Sl, Zl. Then the function 

vanishes as a function of s, Z for (s, z) = (Sl' Zl) and at the p - 1 points 
TIl, Tl2, ... , TIp-I· Considered as a function of S1, Zl, it vanishes for (Sl' Zl) = 

(s, z), and at the points TIp, ... ,Tl2p-2. Thus if (iI, 12, ... ,ip) is a system of 
numbers with the same property as (e1, e2, ... ,ep), the function 

(1) 
O(U1 - u~ - e1, ... )O(UI - u~ + el, .. . ) 
O(U1 - u~ - i1, ... )O(UI - u~ + iI, ... ) 

which is rational with respect both to (s, z) and (s, Zl), become infinitely 
large, and infinitely sinall, of first order at each of the systems of points linked 
by the equation ¢ = O. Accordingly, the functions (1) can be represented in 
the form 

p p 

L c,,¢,,(s, z) L C,,¢,,(Sl, Zl) 

(2) 1 1 
p p 

L b,,¢,,(s, z) L b,,¢,,(Sl, Zl) 
1 1 

with coefficients b, c independent of s, Z and Sl, Zl. 
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Now if the system of numbers e, f have the property that 

(3) 

then the points, where the function (1) or (2) respectively becomes zero or 
infinite, coincide in pairs and we obtain a function that is infinitely large, 
and infinitely small, of second order at only p - 1 points. Hence the function 

p p 

L cv¢v(s, z) L Cv¢v(Sb Zl) 
1 1 
p p 

L bv¢v(s, z) L bv¢v(Sl' zd 
1 1 

branches like the surface T' and on crossing the transverse cuts acquires 
factors ± 1. The functions 

p 

LCv¢v(s, z) 
1 

determined in this way, which become infinitely small of first order at p - 1 
points, are called Abelian functions. They arise from the functions ¢ via 
pairwise coincidence of the zeros and extraction of roots. In general, the 
number of such functions is finite. 

That is to say, the congruence (3) requires that the systems of numbers 
e, f take the form 

where the E, E' denote integers which may be reduced to their smallest re­
mainders (modulo 2). In general, the condition O(eb e2, ... ,ep ) = 0 will be 
fulfilled by such a system of numbers only when 

(4) 
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There are 2P- 1 (2P - 1) such systems of numbers (, (I and accordingly, m 
the same number of Abelian functions. The matrix 

(.p) 
(' 

P 

is called the characteristic of the function 

and will be denoted by 

The characteristic is said to be odd when the congruence (4) is satisfied; 
otherwise it is even. The number of even characteristics amounts to 2P- 1 (2P + 
1) and in general there are no Abelian functions corresponding to these. 

By the sum of two characteristics, we understand the characteristic ob­
tained by adding corresponding elements and reducing them to a or 1 modulo 
2. The sum and difference of two characteristics are accordingly identical. 

We first bring the equation F( s, z) = a into a symmetric form by intro­
ducing new variables. If p 2: 3, there exist at least three linearly independent 
functions 4>, and accordingly we can transform the equation F(s, z) = a by 
introducing the variables 

c _ 4>1 _ 4>2 
'" - 4>3 ' TJ - 4>3 

(provided that no identical equation holds between ~ and TJ, a condition which 
is fulfilled in general). 

If the function 4>1,4>2,4>3 does not satisfy special conditions, then to each 
value of ~ belong 2p - 2 values of TJ, and conversely, since each of the functions 

vanish at 2p-2 points for a constant~, respectively TJ. The resulting equation 
F(~, TJ) = a is thus of degree 2p - 2 with respect to each variable. Since, 
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moreover, this degree must still occur under any linear substitution for t;, r;, 
no term in the equation can have total degree in t;, rl exceeding 2p - 2. The 
remaining functions rP, expressed in terms of t;, become functions in which 
no term can have degree more than 2p - 5, as we perceive from the fact that 

J t dr; 
of. 

must remain finite for infinite values of t; and 77. 
The number of constants that occur in such a function of degree 2p - 5 

is (p - 2)(2p - 3). We determine r of these constants in such a way that the 
functions rP vanish for the r pairs of values (r, b) where ~~, ~~ are simultane­
ously zero. Then p constants remain, since there are p linearly independent 
integrals of the first kind. Accordingly, 

(p - 2)(2p - 3) = p + r, 

and consequently. 
r = 2(p - 1)(p - 3). 

We may reach the same result in the following way: the function ~~ 
becomes infinitely small of first order at (2p - 2)(2p - 3) points, and this 
number is w + 2r, where w is the number of simple branch points. On the 
other hand (VI, Section 7, p. 105), 

hence 

w = 2(n + p - 1) , n = 2p - 2, 

w = 2(3p - 3), 

1 
r = (p - 1)(2p - 3) - "2 w = 2(p - 1)(p - 3). 

If we now express all the functions rP in terms of t;, r;, then the pair of 
equations 

must become identities. Thus 

Hence there must be a function rP3 that is of degree 2p - 6 with respect to 
t;,77. Thus this function rP will vanish for (2p - 2)(2p - 6) = 2r pairs of values 
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';,1] satisfying the equation F = 0, and accordingly is only zero at the T 

6). 
Finally, introducing the new variables,; = if,,, = ;, and multiplying by 

, the equation F = ° becomes a homogeneous equation of degree 2p - 2 
in the three variables x, y, z: 

2p-2 
F(x, y, z) = 0. 

As we have seen, one among the functions ¢ is of degree 2p-6 with respect 
to ';,1]; denote this function by 7/J, then ~ is a function, always finite for finite 

1], that becomes infinite of first order for infinite'; and 1]. Conversely, each 
function that has these properties may be represented in the form ~ (VI, 
Section 10, p. 109). 

Functions that remain for finite values of'; and 1], and become infinite of 
second order for infinite ';,1], can be represented in the form 

f(C 1]) 

7/J 

where f(';, 1]) is a polynomial of degree 2p - 4 in ';,1], which must vanish for 
the T pairs of values /,6. The function f(';, 1]) contains 

(p - 1) (2p - 3) - r = 3p - 3 

constants, and accordingly (VI, Section 5, p. 99) can represent every function 
with these properties. Apart from the T pairs of values /,6, the function 
f(';, 1]) becomes infinitely small of first order at 4p - 4 points. 

Every polynomial of degree two in the p - 1 variables ~ belongs to this 
set of functions; and such a polynomial contains p(p + 1) /2 constants. Since 
the general function f / 7/J only contains 3p - 3 constants, there must be 

p(p + 1)/2 - 3p + 3 = (p - 2)(p - 3)/2 

equations of second degree between the p - 1 variables ¢ / 7/J. That is to say, 
there are (p - 2)(p - 3)/2 homogeneous equations of second degree between 
the p functions ¢. 

In the case p = 3, the equation F(';, 1]) = 0, or F(x, y, z) = 0, is of degree 
4; we have T = 0, and the function 7/J reduces to a constant. None of the 
functions ¢ can have degree more than 1, and the general expression for these 
functions is 

¢ = e'; + C'1] + e", 
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or, if only the ratio of such functions is important, 

¢ = ex + e'y + e"z, 

where e, e' , e" are constants. Each function ¢ becomes infinitely small of first 
order at 4 points, and there are 28 such functions, whose zeros coincide in 
pairs. The square roots of these are the Abelian functions, and we must 
investigate how the characteristics of these 28 functions are associated. 

As variables x, y, z we introduce three such functions ¢ that twice become 
infinitely small of first order, so that y'X, y'y, Vz are Abelian functions. The 
equation F(x, y, z) = 0 that emerges has the property that it becomes a 
perfect square when one of x, y or z is set equal to O. Accordingly, 

for x = 0: F = (y - az)2(y - a'z)2; 

for y = 0 : F = (z - {3X)2(Z - {3'X)2; 

for z = 0 : F = (x - 'Yy)2(X - 'Y'y)2. 

Now let a, b, e be the coefficients of X4, y4, Z4 in F(x, y, z); then 

I fC I fa I {b 
aa = ±y b ' {3{3 = ±y ~ , "1"1 = ±y ~. 

It follows that 

(5) aa' {3{3' "1"1' = ±1. 

Thus if the quantities a, a', {3, {3', "I, "I' are known, all terms of the function 
F(x, y, z) that do not contain the product xyz can be formed; in addition, 
F contains a term xyzt, where t is a linear form in x, y, z. 

Now if the upper sign holds in (5), one can always represent the first part 
of F as the square of a quadratic form f in x, y, z. Let us write 

f = al,lx2 + a2,2y2 + a3,3z2 + 2a2,3YZ + 2a3,IZX + 2al,2xy. 

For determination of the coefficients ai,k we have the equations 

{3{3' = al,l 

a3,3 

+ I 2 a2,3 a a =- -, 
a2,2 

{3 + {3' = -2 a3,1 
a3,3 

+ I 2 al,2 , "I "I = - -, 
al,l 
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which can always be satisfied if ao/{-J{-J'))' = 1. Under this condition, the 
= 0 becomes 

f2 - xyzt = O. 

If we let t = 0, then from j2 = 0 we obtain two further pairs of equal roots. 
Accordingly, 0 is an Abelian function, and has the property that Jxyzt is a 
rational function of x, y, z. If we write (a), (b), (c), (d) for the characteristics 
of )X, Vfj, viz, 0, we must have 

(a + b + c + d) = (~ ~ ~), 
or 

(d) = (a + b + c). 

Hence the sum of the characteristics of the three functions )X, y'y, viz is an 
odd characteristic. 

Conversely, if the latter condition is fulfilled, and 0 is the Abelian func­
tion belonging to the characteristic (a + b + c), then J xy zt is a function that 
varies continuously across the transverse cuts and hence can be expressed 
rationally in x, y, z. However, the degree of this function cannot exceed 2 
and accordingly, under this hypothesis, we always have an equation of the 
form (6). The equation cannot hold identically if )X, y'y, viz, 0 are distinct 
Abelian functions. 

Since there are 28 Abelian functions, the equation F = 0 can be reduced 
in several ways to the form (6). We investigate first whether the pair of 
Abelian functions viz, 0 can be replaced by another pair Vii, yfii. 

Suppose F = 0 may also be brought, by introducing x, y,P, q, into the 
form 

1jJ2 _ xypq = O. 

With the introduction of an appropriate constant factor, we obtain the iden­
tical equation 

f2 - xyzt = 1jJ2 - xypq, 

or 
(J - 1jJ) (J + 1jJ) = xy (zt - pq). 

Accordingly, f - 1jJ or f + 1jJ must be divisible by xy and, since both are of 
degree 2, can only differ from xy by a constant factor. Now if 

1jJ - f = axy, 

a(1jJ + f) = -zt + pq, 
(7) 
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we have 

I j' 1.p = o:xy+ . 

20:f + cixy + zt = pq. 

The left side of the last equation therefore decomposes into two linear 
factors. Consider the expansion of this function in the form 

Then the coefficients ai,k are second degree polynomials in 0:. As the deter­
minant 

L ±al,1 a2,2a 3,3 

must vanish, we obtain an equation of degree 6 for 0:, which we readily see 
has the roots 0: = 0, 0: = 00 corresponding to the two decompositions zt and 
xy. 

Thus an equation of degree 4 is left, whose roots produce four pairs of 
functions p, q having the required property. 

From the second equation (8), combined with (6), it follows that 

so that we can also establish the desired form of the equation F = 0 in terms 
of the functions p, q, z, t. If we start from two arbitrary Abelian functions 
yIx, y'fj, we obtain 6 pairs of such functions: 

VXfj, Vti, VPlql, VP2q2, VP3Q3, VP4Q4, 

having the property that, taking any pair of them, the equation F = 0 may 
be brought to the form 

f2 - xyzt = O. 

These 6 functions must acquire the same factors in crossing transverse cuts, 
for otherwise the product of two of them could not be rational. Such sets 
of 6 products of pairs of Abelian functions are said to belong to a group. 
Since the system of factors at the transverse cuts for products of Abelian 
functions are determined by the sums of the characteristics, it follows that 
the characteristics of all pairs belonging to a group must yield the same sum, 
which we call the characteristic of the group. 
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From the equations and (6), we have further 

pq - zt 
--- -- O'xy = 

whence 

or: 

(9) vpq = ..jZt + O'yXY. 

We conclude that each product in a group can be expressed linearly in two 
products from the same group. 

If we arrange all 28 Abelian functions into pairs, we obtain 28227 = 6.63 
pairs, which decompose in sixes into 63 groups. Everyone of the 63 charac-

. . (0 0 0) b h h .. f tenstlcs except 0 0 0 can e t e c aractensbc 0 a group. 

To obtain the characteristics of the 6 pairs in a group, we must decompose 
the group characteristic in question into two odd characteristics in 6 ways. 

The group whose characteristic is (~ ~ ~) serves as an example: 

(~ ~ ~) = (~ ~ ~) + (~ ~ ~) = (~ ~ ~) + (~ ~ ~) 
= (~ ~ ~) + (~ ~ ~) = (~ ~ ~) + (~ ~ ~) 
= (~ ~ ~) + (~ ~ ~) = (~ ~ ~) + (~ ~ ~). 

When three pairs of Abelian functions are known, we can obtain the other 
pairs from the same group by solution of a cubic equation, and with the help 
of this equation we can determine all the other Abelian functions and their 
characteristics. 

To carry this out, let us suppose that y'xf" JYij, .;zr, are three pairs 
from a group, so that C 'T}, ( are given as linear forms in x, y, z. 

By appropriate choice of constant factors, we can bring equation (9) into 
the form 

(10) v;f, + VYri + viz( = 0, 
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which yields 
z( = x~ + YrJ + 2Jx~YrJ, 

or 

(11) 

so that 

(12) f = z( - x~ - YrJ· 

In order to find all the pairs belonging to the group VXl" Jfjii, we must, 
by the above, solve a quartic equation, one of whose roots, corresponding 
to the pair vIz(, is already known. The calculation will be more symmetric 
if we first look for the pairs of the group JXij, in which the pair ..fijf, also 
belongs. 

If .;pq is a further undetermined pair from this group, then along with 
the equation (11) we have another equation that is identical with it, 

(13) 4y~pq = q?, 

with (according to (8)) 
¢ = f + 2)"y~. 

Here)" denotes an as yet undetermined constant. From this we obtain, by 
means of (11) and (12), 

¢2 = 4)" y~ (x~ + YrJ - z( + x)..rJ + )..y~) . 

Thus, apart from the factor ).., we have 

XrJ 
pq = x~ + YrJ - z( + T + )..y~ 

= (~+~) (x + )..y) - z(. 

For x + )..Y = 0 and z = 0, one of the pair of functions p, q must vanish, say 
p. Thus, denoting by IL a further unknown coefficient, we find that 

(14) p = x + )..Y + ILZ, 

pq = p ( ~ + ~) - ILZ (~ + ~ + f) . 
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Moreover, since p and z are not identical, 

(15) rl ( 2 
~ + - + - = -a p. 

,\ Jl 

Thus, with the help of (13), we obtain 

E, T/ ( 
ax + aAY + af.1z + - + \ + - = o. 

a /\a f.1a 

Replacing Aa, f.1a by b, c, 

(16) 
~ T/ ( 

ax + by + cz + - + - + - = o. 
abc 

Now, since p and q are determined only up to a constant factor, we obtain 

p = ax + by + cz = - (~ + :2 + f) , 
z b c 

q = ~ + :2 + cz = - (ax + by + f) . 
abc 

Since there are four pairs p, q, it must be possible to determine four systems 
a, b, c. 

To obtain these, we recall that 3 homogeneous linear equations hold be­
tween the 6 functions x, y, z,~, T/, (; we denote these equations by U1 = 0, 
U2 = 0, U3 = o. Now we form a linear combination of these equations with 
undetermined coefficients £1, f2' f3: 

f1U1 + f2U2 + £3U3 = O:X + f3y + ,z + o:'~ + f3'rJ + ,'( = O. 

Here 0:, f3, " 0:', f3', " are linear forms in £1, f2' f 3 . This relation will take the 
form (16) if the conditions 

0:0:' = f3f3' = ,,' 

are fulfilled. From this one obtains four sets of values for the ratios f1 : f2 : f 3 . 

We obtain our objective in the most elegant way if we consider the func­
tions ~,T/, ( to be given by three equations of the form 

(17) 

x + y + z + ~ + T/ + ( = 0, 

o:x + f3y + ,z + { + -f3T/ + f. = 0, 
0: 0: 

~ T/ ( 
0:' x + f3' y + " z + -; + f3' + -; = O. 0: , 
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One can arrange for the coefficients in the first of these equations to have the 
values 1 by attaching constant factors to ,T, y, Z, ~,fl, in such a way that 

not change in form. 
The equations (17) must yield, as an identity, a fourth equation of the 

same form: 

(18) o/'x + (3"y + ,"z +...t +!L + ~ = O. 
a" (3" ," 

Thus to obtain a", (3", ,", we must determine the coefficients A, X, A" from 
the following equations: 

X'a" = Xo' + Aa + 1, 
X' X A 
-=-+-+1 
a" a' a ' 

(19) X' (3" = X (3' + A(3 + 1, 

X'," = X,' + A, + 1, 

By multiplying corresponding pairs of these equations, we obtain 

A//2 = ,\'2 + A2 + AX (:' + ~) + A ( a + ±) + X (a' + ~,) + 1, 

(20) A//2 = A'2 + A2 + AX (;, + ~) + A ((3 + ~) + X ((3' + ~,) + 1, 

A//2 = A'2 + A2 + AX (~ + ~) + A (, + ~) + X (" + ~,) + 1. 

If we eliminate X' from each pair of equations, we obtain the following pair 
of linear equations for ± and ~: 

0=- a+--(3-- +- a +--(3--1 (1 1) 1 (' 1 , 1) 
A' a (3 A a' (3' 

+ (a' + ~ _ (3' _ Ii) 
a a' (3 (3' ' 

o = ~ (a + ~ - , - ~) + ~ (a' + ~ - " - ~) 
A' a , A a' " 
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From these equations A, A' can be calculated uniquely. 

Now, from one of the equations (20), we obtain A" apart from sign, and 
finally from (19) we likewise obtain 0/', (3", "I" up to the set of common signs 
which the nature of the matter leaves undetermined. 1 

Once we have found 0/', (3", "I" in this way, we obtain in the group yIXTi, 
M the following four pairs of Abelian functions: 

y'x+y+z 

J ax + (3y + "I Z 

J a'x + (3'y + "I'z 

J a" x + (3"y + "I" Z 

1 For brevity, let 

1 1 1 
a (3 -y = (a, (3,-y), 
a' (3' -y' 

J~ +7]+z; 

~; 

1 
1 
0 

1 
0' 

~ + 7] + ' . a' (3' "I z, 

~ 7] + " a" + (3" "I z. 

1 1 
(3 -y = (~,(3,-y), 
(3' -y' 

and so on. Then one can determine a", (3" , -y" from 

,,, ,,, ( ) ( 1) (1 1 ) (1 1 1) aa a : (3(3 (3 = a,(3,-y a, (3, :; : ~' "fi'-Y .~'"fi':; , 

and the analogous equations. 
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In the same way we obtain the pairs 

Jx+y+z 

va'x + j3'y + ,'z 

va"x + j3"y + ," z 

in the group vfx(, y'Z(, and 

Jx+y+z 

vax + j3y + ,z 
va'x + j3'y + ,'z 

va"x + j3"y + ," z 

t,+j3' +(. I y I' a , 

t, 13" + ( ,,+ Y " a , 

VX +1J+(; 

lax +!l + f. V 13,' 

a'x +!l + i. 
13' ", 

in the group Viit" JZii. Thus from the given 6 Abelian functions, we de­
termine 16 more. To obtain their characteristics, we need only note that 
the three groups considered here contain four Abelian functions in common. 
Thus if we form the characteristics of the groups, these four characteristics 
must also be common to them. These four characteristics must be associated 
to the functions 

Jx + y + z, vax + j3y + ,z, Va'x + ,'y + ,'z, Va"x + j3"y + ,"z 

in an arbitrary fashion. The characteristics of the remaining Abelian func­
tions are fully determined by this, since they appear paired with these char­
acteristics in three groups in the same way as the corresponding Abelian 
functions. These characteristics may be represented symmetrically in the 
following way. 
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Let the characteristics of the groups ViiC" VZf" yXii respectively be de-
tl()ted by ,(q), Further denote ,(e), (f), (g) the characteristics 

the four functions 

Jx + y + z, J ax + f3y + ,z, J a'x + f3'y + ,'Z, J aI/x + f3l1 y + ,liZ 

{md that of JX by (n + p). From this we obtain the following expressions for 
characteristics: 

(JX) = (n + p) , (Vfj) = (n + q) , (viz) = (n + r), 
(~) = (n + q + r) , (y'rj) = (n + r + p) , (J() = (n + p + q), 

(Jx+y+z) = (d), (Jx+7J+() = (p+d), 

( J ax + f3y + ,z) = (e), (J ax + ~ + ~) = (p + e), 

(Ja'x+f3'y+,'z) = (f), (Ja'x+;'+~) = (p+j), 

(21) (Ja"x +f3"y + ,liZ) = (g), ( a"x+ ;, + ~,) = (p+g), 

( J ~ + y + () = (q + d) , (J ~ + 7J + z) = (r + d), 

( V f + f3y + ~) = (q + e), (J f + ~ + ,z) = (r + e), 

( f, + 13' y + f,) = (q + j), (J f, + ;, + " z) = (r + j), 

( ~ 13" ()_( ) ( ~ 7J ")_( ) a" + y + ," - q + g, a" + 13" +, z - r + 9 . 

As an example, suppose that 

(y'X) = (~ ~ ~) 

(~) = (~ ~ ~) 
(v'Y) = (~ ~ ~ ) 
(07) = (~ ~ ~ ) 

(viz) = (~ ~ ~) 
(J() = (~ ~ ~) 

which is admissible, since from this J?if" JYfj, y'z( belong in the same group 
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(0 0 1) o 0 0 . It follows that 

(0 1 1) (0 (p) = 0 1 0 ,( q) = 0 o 1) (0 1 1) 
1 0 ,(r) = 0 0 0 ' 

The complete groups (p), (q) are 

( 0 1 1) (1 0 0) (1 
010=110+1 

= (~ ~ ~) + (~ ~ ~) 

= (~ ~ ~) + (~ ~ ~) = (~ ~ ~) + (~ ~ ~) 

= (~ ~ ~) + (~ ~ ~), 

(~ ~ ~) = (~ ~ ~) + (~ ~ ~) = (~ ~ ~) + (~ ~ ~) 

= (~ ~ ~) + (~ ~ ~) 

= (~ ~ ~) + (~ ~ ~) = (~ ~ ~) + (~ ~ ~) 

= (~ ~ ~) + (~ ~ ~), 
whence we obtain 

(d) = (~ ~ ~) , (e) = (~ ~ ~) , (I) = (~ ~ ~) , (g) = (~ ~ ~), 
and the characteristics of the functions collected in (21) are, in the same 
order, 

(~ ~ ~) 

(~ ~ ~) 

(~ ~ ~) 

(~ ~ ~) 
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(~ ~~) (~~~) (~~~) (~~~) , 

(~ ~~) (~~ ~) (~~ ~) (~~ ~), 

(~ ~ ~) (~~~) (~~~) (~~~) , 

(~ ~ ~) , (~ ~ ~) , (~ ~ ~) , (~ ~ ~). 
For three Abelian functions of a group, two of which belong to one pair, 

we have the result that the sum of their characteristics is always an even 
characteristic. Consider, for example, the three functions y'x, yiY, viz and 
express ~,7], ( linearly in x, y, z. Then the equation (10) can be written in 
the form 

Jx(ax + by + ez) + Jy(a'x + b'y + e'z) + Jz(a"x + b"y + e"z) = 0. 

If we successively set x = 0, y = 0, z = ° in the equation, then we find the 
following values for the products of the roots of the quadratic equations that 
emerge for the ratio of the other two variables: 

e" a b' 

b" e'" a 

with product -1. However, according to pp. 488-9, this is the criterion for 
the sum of the characteristics of the functions y'x, yiY, viz to be an even 
characteristic. 

Based on this result, one can prove that the 16 Abelian functions that we 
determined above are distinct from the 12 functions occurring in the group 
VXE,. For if VPri is a pair belonging in the group VXE" then the characteristics 

(vix) + ( VE,) + (yip), (y'y) + (JTi) + (yip), ( JZ) + ( -j() + (yip) 

are odd, and by the result just proved, vp cannot occur in any of the 3 
groups 

(y'xii) = (~), (0«) = (~), (VY() = (yIzii). 
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Hence the 16 functions determined above run over all Abelian functions 
not contained in the group yiXl" and once we have found the 6 absent func­
tions of this group, the 28 Abelian functions will be determined. 

To attain this, we write 

t = x + y + z, u = ~ + TJ + Z 

and start from the equation 

(22) 

which follows easily from (10) and (17). In the above treatment we insert 
the functions 

t,x,y,U,TJ,~ 

in place of 
x,y,z,~,TJ,(· 

We obtain at once the following equation between the variables: 

(23) t - x - y - U + TJ + ~ = 0, 

alongside which there must be 3 more equations of the form 

(24) at + bx + cy + a' u + b'TJ + e' ~ = 0 

with the condition 
aa' = bb' = ee'. 

In place of the group (p + q + r), (p), (q), (r), the following now appear: 

(25) 

(.,fiU) = (VXri) = (~) = (r), 

(yiXl,) = (yYij) = (JZ() = (p + q + r), 

(~) = (JUy) = (n + d + q + r), 
(yTrj) = (JUX) = (n+d+p+r). 

In the first of these groups (r), the following pairs of characteristics occur: 

(r) = (n + p) + (n + r + p) = (n + q) + (n + r + q) 
= (d) + (r + d) = (e) + (r + e) = (j) + (r + f) = (g) + (r + g), 

500 



Riemann, Collected Papers 

and from the equation (23) we obtain the following Abelian functions: 

Jt - x - y = viz, vlt + 71 + ~ = H, 
vi -u - x + ~ = vi ~ + y + (, J -u + 71 - Y = vi x + 71 + (, 

whose characteristics are 

(n + r), (n + p + q), (q + d), (p + d) 

which are distributed in the last 3 groups (25) in the following way: 

(p+q+r) = (n+r) + (n+p+q), 

(n + d + q + r) = (n + r) + (q + d), 

(n+d+p+r) = (n+r) + (p+d). 

The characteristics of the Abelian functions that have not yet been de­
termined must now, as shown above, be contained in the group (p + q + r). 
If we denote these characteristics by (kd, (kD, (kn, (k2), (k~), (k~), then we 
must have 

(p + q + r) = (k1 + k2 ) = (k~ + k~) = (k~ + k~), 

and these characteristics do not occur in the group (r). 
However, comparison of the group (25) with the groups (p+q+r), (p), (q), 

(r), now shows that in these groups all odd characteristics must actually 
occur, and further, that the three remaining pairs of the groups (p + q + r), 
(n + d + q + r), (n + d + P + r) must all have one characteristic in common. 

Now the characteristic (q + e) occurs neither in the group (r) nor in 
(p + q + r). It follows that (k1) can be chosen so that either 

(k1 + q + e) = (n + d + q + r) 

or 
(k1 + q + e) = (n + d + p + r). 
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From the first assumption, it would follow that 

However, this is not possible, since in the group (p) we have the pairs 

(n+r),(n+r+p), 
(d), (d + p), 
(e), (e + p) 

and accordingly, by the result proved on p. 499, 

(n+r+d+e) 

is even. Now we have 

and it follows that 

Likewise we conclude that 

(k~) = (n + d + f + p + q + r), (k;) = (n + d + 1), 
(k~) = (n+d+g+p+q+r), (k~) = (n+d+g), 

and the group (n + d + p + r) contains the pairs 

(k1), (q + e); (k~), (q + 1); (k~), (q + g). 

Thus we obtain the following pairs for the group (n + d + q + r): 

(k1), (p + e); (kD, (p + 1); (kn, (p + g). 

From the results of the earlier treatment, an equation of the form (24) 
yields the 4 Abelian functions: 

vat + bx + cy = V -(a'u + b'TJ + c'~), 

va'u + bx + cy = V -(at + b'TJ + c'~), 
vat + b'TJ + cy = v-(a'u + bx + c'~), 
vat + bx + c' ~ = V - (a' u + b'TJ + cy) 
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with respective characteristics 

Accordingly our problem will be solved once we have determined the coeffi­
cients a, b, c, a', b', c'. 

However, the function whose characteristic is (p+e) is already determined 
above. It is 

If we write 

v = ax + ~ + ~ = - (! + (3y + "I Z ) , 

we may now determine the coefficients a, b, c, a', b', d by writing v in the 
following two ways: 

v = at + b''fJ + cy = -a'u - bx - c'~. 

We proceed in the following way: using 

u = ~ + 'fJ + Z = -x - y - (, 

we eliminate the variables z and ( from the two expressions for v. We obtain 

v + ~ = x (a -~) -~ -~, 

v + "Iu = -~ (± -"I) + "I'fJ - (3y. 

Eliminating 'fJ and y from these equations, we have 

(3 - "I (3 (1 - a"l) ~ 1 - a"l 
v=u. +x -----

1 - (3"1 1 - (3"1 a 1 - (3"1 . 

In the same way, we have 

1 - a"l 'fJ (3 - "I a ((3 - "I) 
v=t +- ---y . 

a-"I (3 a-"I a-"I 
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1 - a')' 
a= a' , 

(3-')' 

1 - (3')" a-,), 

b= 
{3 (1 - a,),) b' = ~ (3 - ')' 

1 - {3"1' (3 a - ')' , 

a({3 - ')') , 1 1 - a')' 
, c = - . 

a - ')' a 1 - (3')' 
c= 

From this we may form the pair of Abelian functions 

J at + bx + cy, J a'u + bx + cy. 

In these functions, we replace t and u by their expressions in x, y, z,~, rJ, (. 
Suppressing constant factors, we obtain the pair of expressions for the func­
tions that belong to the characteristic (k1): 

/ x + y + zJ ~ + rJ + z 
V 1 - (3')' 1 - "Ia 1 - a{3 'V a(')' - (3) (3(')' - a) 1 - a{3' 

and for the functions belonging to the characteristic (k2): 

~ + y + ( J_x_ + _y_ + ( 
a(1 - (3')') (3(1 - ')'a) ')'(1 - a(3)' V ')' - (3 ')' - a ')'(1 - a(3) 

We obtain at once the functions belonging to the characteristics (kD, (k~); 
(kn, (k~), by replacing a, (3, ')' by a', (3', ')" and a", (3", ')'" respectively. This 
determines all Abelian functions and their characteristics. In the example 
chosen above, the characteristics (k1), (k2), (kD, (k~), (kn, (k~) would be ar­
ranged in the following way: 

(k1 ) = (~ ~ ~ ) (k~) = (~ ~ ~) (kn = (~ ~ ~), 

(k2) = (~ ~ ~) , (k;) = (~ ~ ~) , (k~) = (~ ~ ~), 
Now as shown above, a", {3", ')''' can be expressed in terms of a, (3, ,)" a', {3', "I'. 

Hence all Abelian functions, with all their algebraic relations can be expressed 
via 3p - 3 = 6 constants, which one can regard as the moduli of the class for 
the case p = 3. 
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Natural Philosophy. 

1. Molecular mechanics. 

Consider a system of point masses ml, m2, ... with rectangular coordinates 
1:1, Yl, Zl; X2, Y2, Z2;" ., with forces Xl, Yl , Zl; X 2, 12, Z2,'" acting on them 
parallel to the three axes. The free motion of the system occurs according 
to the equations 

(1) 

This law may also be stated as follows: the accelerations are determined in 
such a way that 

is a minimum. For this function of the accelerations takes its smallest value 
o when all accelerations obey the equations (1), that is, all the quantities 

d;t~i - * vanish; and the function only takes a minimum value in this case. 

For if one of these quantities, for example d;t~i - *' were nonzero, one could 

always vary d;t~i continuously in such a way that the absolute value of this 
quantity, and thus its square, decreases. The function would then become 
smaller if all other accelerations were left unchanged. 

The above function of the accelerations differs from 

((~ )2 (~)2 (~)2) L mi dt~i + dt;i + dt~i 

( d2Xi d2Yi d2 Zi) 
- 2 L Xi dt2 + Yi dt2 + Zi dt2 

only by a constant, that is, a quantity independent of the accelerations. 
Suppose that the forces derive only from attractions and repulsions be­

tween the points that are functions of distance, and the i-th and i'-th points 
at distance r repel with force fi,il (r) or attract with force - fi,il (r). It is 
known that the components of the forces may be expressed via the partial 
derivatives of a function of the coordinates of all points, 

, 'I 
2,2 
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Here Fi,i' (r) denotes a function whose derivative is , and i, 'i' run over 
all of distinct indices. 

Let us substitute the values 

into the above function of the accelerations, and multiply by d!2, which leaves 
unchanged the position of its maxima and minima. We obtain an expression 
that differs from 

1 dx- dy- dz 
( ( ) 2 ( ) 2 ( ) 2) 4" L d dt~ + d dt~ + d dt~ - P(t+dt) 

only by a quantity that is independent of the accelerations. If the locations 
and velocities of the points are given at time t, the locations will be deter­
mined at time t + dt in such a way that the above quantity is as small as 
possible. Accordingly a tendency exists to make this quantity as small as 
possible. 

We can now interpret this law from actions that strive to make the in­
dividual terms of the expression as small as possible, if we suppose that 
conflicting forces balance out in such a way that the sum of the quantities, 
which the individual actions strive to minimize, gives a minimum. 

Suppose that the point masses ml, m2, ... ,mn are in the same ratios as 
the integers kl' k2' ... ,kn, so that mi = k i /1. The expression to be minimized 
consists of the sum of quantities 

!!. ((d dXi ) 2 (d dYi ) 2 (d dZi ) 2) 
4 dt + dt + dt 

over a system of particles /1, together with - P t+dt . Following Gauss, we 
consider the quantity 

( d dXi) 2 (d dYi ) 2 (d dZi ) 2 
dt + dt + dt 

as a measure of the departure of the state of motion of the mass /1, at time t + 
dt, from the state at time t. Then the decomposition of the total action, with 
respect to each mass, gives an action that strives to minimize the departure 
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of the state of motion at time t+dt from that at time t, or a tendency toward 
maintaining the state of motion, together with an action striving to minimize 

The latter action may be decomposed into the tendency to maintain the 

individual terms of the sum L Fi,dri,i/) as small as possible; that is, we con-
i,i' 

sider the decomposition of the sum into attractions and repulsions between 
each pair of points. This would lead back to the customary explanation of 
the law of motion from the law of inertia and attraction and repulsion. How­
ever, all the natural forces with which we are familiar may also be reduced 
to forces acting between neighboring elements of space, as discussed in the 
section on gravitation below. 

2. New mathematical principles of natural philosophy. 1 

Although the title of this section will scarcely awaken a favorable prejudice in 
most readers, it seems the best way to express my intention. Its object is to 
penetrate the inner nature of the foundations of astronomy and physics laid 
down by Galileo and Newton. For astronomy, this speculation admittedly 
has no direct practical use. However, I hope that this circumstance will not 
impair the interest of these pages in the eyes of the reader. ... 

The basis of the general laws of motion of ponderable bodies assembled 
in the preamble to Newton's Principia lies in the intrinsic state of the bodies. 
Let us try to draw an analogy from our own inner perception. Mental images 
continually appear to us, which quickly vanish from our consciousness. We 
observe a continuous activity of our minds. Every mental act has something 
lasting underlying it, which announces itself as such on particular occasions 
(via the memory) without exerting a lasting influence on appearances. Thus 
continually (with each mental act), something lasting enters our minds, which 
however exerts no lasting influence in the world of phenomena. Each mental 
act is thus founded on something of a lasting nature, which enters our mind 
with this act, but at the same moment completely disappears from the world 
of phenomena. 

Guided by these data, I make the hypothesis that space is filled with a 
substance which continually flows into ponderable atoms, and vanishes there 
from the world of phenomena, the corporeal world. 

Both hypotheses may be replaced by a single one, that in all ponderable 

IFound on March 1, 1853. 
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atoms, a substance perpetually appears from the corporeal world into the 
mental world. The cause for the vanishing of the substance there is to be 
looked for in the formation immediately beforehand of a mental substance 
there. Accordingly, ponderable bodies are the site where the mental world 
engages the physical world. 2 

The influence of general gravitation, which will now be interpreted in 
terms of this hypothesis, is known to be fully determined in each part of 
space if the potential function P of the system of all ponderable masses is 
given for this part of space. Equivalently, a function P of location should be 
given such that the ponderable mass in the interior of a closed surface B is 
-L J oP dB. 
41r op 

We now assume that the space-filling substance is a homogeneous incom-
pressible fluid without inertia, and that in equal times, equal quantities of the 
substance flow into each ponderable atom, the quantity being proportional 
to its mass. Obviously the pressure undergone by the ponderable atom (is 
proportional to the velocity of motion of the substance at the location of the 
atom (7)). 

Thus the influence of general gravitation on a ponderable atom can be 
expressed in terms of the pressure of the space-filling substance in the imme­
diate neighborhood, and may be thought of as depending on this pressure. 

From our hypothesis, it necessarily follows that the space-filling substance 
must transmit the waves which we perceive as light and heat. 

Consider a simply polarized ray and denote by x the distance of an un­
determined point of the ray from a fixed initial point. Let y denote the 
amplitude of the ray at time t. Since the velocity of propagation of the 
waves must, in all circumstances, be very nearly constant (say a) in space 
free of matter, the equation 

y = f(x + at) + </J(x - at) 

must be fulfilled, or at least very nearly so. 
lf the equation holds exactly, then we must have 

8y 2ft 82y 
at = a 8x2 dr. 

2In each ponderable atom, a definite quantity of the substance enters in each moment, 
proportional to the force of gravitation, and vanishes there. 

It is a consequence of the psychology based on Herbart's principles that it is not the 
mind, but the individual ideas that we form, that possess substance. 
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However, our empirical knowledge can also be satisfied via the equation 

Dy 
Dt 

¢(t - T)dT, 

with ¢( t - T) not identically 1 for all positive values of t - T (but decreasing 
with t - T increasing to infinity). Here ¢ would only be significantly less than 
1 for a sufficiently large time interval. ... 

We express the location of points of the substance at a particular time t 
via a rectangular coordinate system. Let the coordinates of an undetermined 
point be 0 : x, y, z. Similarly let the coordinates of the point likewise with 
respect to a rectangular coordinate system, be 0' : x', y' ,z'. Then x', y' , z' 
are functions of x, y, z. Then x', y', z' are functions of x, y, z and dS'2 = 
dX'2 + dy'2 + dy'2 will be a quadratic form in dx, dy, dz. By a known theorem, 
we can uniquely determine linear forms in dx, dy, dz, 

so that 

while 

Q;ldx + f3 l dy + /ldz = ds 1, 

Q;2dx + f32dy + /2dz = ds2, 

Q;3dx + f33dy + /3dz = ds3, 

The quantities G1 - 1, G2 - 1, G3 - 1 are called the principal dilatations of 
the particle of substance at 0 in passing from the former to the latter form. 
I denote these quantities by AI, A2, A3' 

I now assume that the difference between the earlier form of the particles 
of the substance, from the form at time t gives rise to a force that strives 
to alter this form. I assume that, other things being equal, the influence of 
an earlier form becomes weaker at further times from t, and the influence 
from earlier than a certain limit can be neglected. I further assume those 
earlier states that still exercise a noticeable influence differ little enough from 
those at time t that the dilatations may be treated as infinitely small. The 
forces that strive to reduce AI, A2, A3 can then be viewed as linear functions 
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in )\j, A2, A3. Now, on account of the homogeneity of the ether, the force 
which strives to reduce must be a function of , A2, A3 invariant under 
interchange of >'3, and the other forces must from this one when A2, 
respectively A3, is exchanged with AI' vVe deduce the following expression 
for the total moment of this force: 

or, with a somewhat different notation for the constants, 

JA1 (a(A1 + A2 + A3) + bA1) + JA2(a(A1 + A2 + A3) + bA2) 

+ JA3(a(A1 + A2 + A3) + bA3) 

= ~ J(a(A1 + A2 + A3)2 + b(Ai + A~ + AD). 

Now we can consider the moment of the force, that strives to vary the form 
of the infinitely small particle of substance at 0, as the result of forces that 
strive to vary the lengths of line elements ending at O. We reach the following 
law of influence: 

Let dV be the volume of an infinitely small particle of substance at 0 at 
time t and let dV' be the volume of the same particle of substance at time t'. 
Then the force striving to lengthen ds, arising from the difference in states 
of the substance, can be written 

dV - dV' b ds - ds' 
a dV + ds 

The first part of this expression arises from the force with which a particle 
of substance resists alteration in volume without changing shape. The second 
arises from the force with which a physical line element resists a variation in 
length. 

There are no grounds to assume that the two causative influences both 
vary with time according to the same law. If we take together the effects of 
all earlier forms of a particle of substance on the variation of the line element 
ds at time t, then the value of 15 ~: that they seek to bring about is 

jt dV' - dV ( _ ')15' jt ds' - ds A.( _ ')15' 
dV 'ljJ t t t + ds 'P t t t. 

-00 -00 

Now what must be the nature of the functions 'ljJ and cp, in order that gravi­
tation, light and radiant heat are conveyed through the spatial substance? 

The influences of ponderable matter on ponderable matter are: 
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1) Attracting and repelling forces inversely proportional to the square of 
the distance. 

2) Light and radiant heat. 

Both classes of phenomena may be explained, if we suppose that the 
whole of infinite space is filled with a uniform substance, and each particle 
of substance acts only on its immediate neighborhood. 

The mathematical law according to which this occurs can be considered 
as divided into 

1) the resistance of a particle of substance to alteration in volume; 

2) the resistance of a physical line element to alteration in length. 

Gravitation and electrostatic attraction and repulsion are founded on the 
first part; propagation of light and heat, and electrodynamic or magnetic 
attraction and repulsion on the second. 

3. Gravitation and light. 

Newton's explanation of falling bodies and the motion of heavenly bodies 
consists in the assumption of the following cause: 

1. There exists an infinite space with the properties ascribed to it by 
geometry, and ponderable bodies whose location in space may only change 
in continuous fashion. 

2. In every ponderable body at each moment exists a cause determined 
in magnitude and direction, according to which the motion is determined. 
(Matter in a determinate state of motion.) The measure of this cause is the 
velocity. 3 

The phenomena to be explained here do not yet lead to the hypothesis 
of different masses of ponderable bodies. 

3. At each point of space, at each moment, exists a cause determined in 
magnitude and direction (acceleration force) which transmits to any ponder­
able point found there a definite motion, the same for all such points. This 
motion combines geometrically with the existing motion of the body. 

3Every material body, if considered to be alone in space, would either remain in the 
same location, or move through space with constant velocity in a straight line. 

This law of motion cannot be explained from the principle of sufficient reason. For the 
body to continue in motion there must be a cause, which can only be sought in the inner 
state of matter. 
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4. At each point of a ponderable body exists a cause determined in 
magnitude (absolute force of , giving an accelerative force at each 
point of space, inversely proportional to the square of the distance from this 
ponderable body and directly proportional to its gravitational force. This 
accelerative force combines geometrically with the other accelerative forces 
existing at each point.4 

I seek the forces determined in magnitude and direction (accelerative 
forces) which are found at each point of space according to 3), in the form of 
motion of a substance, continuously spread throughout the whole of infinite 
space. Indeed, I assume that the direction of motion is the same as the 
direction of the force explained by this substance, and the magnitude of the 
force is proportional to its velocity. This substance may thus be represented 
as a physical space whose points move within it geometrically. 

According to this hypothesis, all the effects, produced by each ponderable 
body on others across empty space, must be transmitted via this substance. 
Thus the forms of motion in which the light and heat occur, which heav­
enly bodies transmit to one another, are forms of motion of this substance. 
However, these two phenomena, gravitation and the motion of light through 
empty space, are the only phenomena that must simply be explained from 
the motion of this substance. 

I now assume that the actual motion of the substance in empty space is 
a combination of the motion required to explain gravitation and the motion 
required to explain light. 

The further development of this hypothesis falls into two parts, in so far 
as we seek 

1. The laws of motion of the substance that must be assumed in order to 
explain phenomena. 

2. The causes which could explain these motions. 

The first task is a mathematical one; the second, a metaphysical one. Re­
garding the latter I remark in anticipation that the explanation of the cause 

4The same ponderable point would undergo changes in motion at different points, 
whose direction coincides with the direction of the forces, of magnitudes proportional to 
the forces. 

Hence the force, divided by the change in motion, yields the same quotient for the same 
ponderable point. This quotient, different for different ponderable points, is called the 
mass of the point. 
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striving to alter the distance between two particles of substance is not to 
be considered an objective. This method of explanation via attractive and 
repulsive forces owes its general application in physics, not to direct evidence 
(particular logical argument), nor-apart from electricity and gravity-to a 
particular ease of application. Rather, we should look to the circumstance 
that Newton's law of attraction has operated so long on the notions of re­
searchers that they seek no further for expla~ations. 5 

I. Laws of motion of the substance, which on our hypotheses give 
rise to the phenomena of gravitation and light. 

I express the location of a point of space in rectangular coordinates 
Xl, X2, X3. Let Ul, U2, U3 denote the components in these directions of ve­
locity of the motion at time t that account for the phenomena of gravitation; 
WI, W2, W3 for the corresponding components for the motion that account for 
the phenomena of light. Let VI, V2, V3 denote the corresponding components 
of the actual motion, so that V = U + w. It will emerge from the laws of mo­
tion that the substance, which has uniform density everywhere at any given 
moment, has a density that is always the same. I assume that this density 
is 1 at time t. 

a. The motion that gives rise to gravitational phenomena only. 
The gravitational force is determined at each point via the potential function 
V, whose partial derivatives aav, aav, aav are the components of the gravita-

Xl X2 X3 

tional force. This function V is further determined by the following condition 
(disregarding an additive constant): 

1. dXI dX2 dX3 (aa2lf + aa2lf + aa2lf ) vanishes outside the attracting body 
Xl X 2 X3 

and has a constant value for every ponderable element of the body. This is 
the product of -41f and the absolute value of the attractive force that the 
attraction theory attributes to the element, and will be denoted by dm. 

2. If all attractive forces are found within a finite space, then, at infinite 

5Newton says "That gravity should be innate, inherent, and essential to matter, so that 
one body may act upon another at a distance through a vacuum, without the mediation 
of anything else, by and through which their action and force may be conveyed from one 
to another, is to me so great an absurdity, that I believe no man who has in philosophical 
matters a competent faculty of thinking can ever fall into it." See the third letter to 
Bentley. 
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distance T from a point of this finite space T aV T aV 1 T aV are infinitelv 
, ax]' aX2 aX3 J 

small. 
According to our hypotheses we now have ~~ = u. Consequently 

This contains the conditions: 

(1) 

(2) 

(3) TUI = 0, TU2 = 0, TU3 = ° for T = 00. 

Conversely, if the quantities U satisfy these conditions, they are the com­
ponents of the gravitational force. For the conditions (1) contain the exis­
tence of a function U with differential dU = Uldxl + U2dx2 + U3dx3, and 
thus the partial derivatives satisfy ~~ = u. The other conditions then yield 
U = V + const. 6 

6This function U is thus obtained from empirical reality (from relative motion) by 
means of the general laws of motion, but only on disregarding a linear function of the 
coordinates, since we can only observe relative motion. 

The determination of this function is based on the following mathematical theorem: 
a function V of location is determined up to a constant in a finite space if it is not 
discontinuous throughout any surface, and for all elements of this space, 

is given, while either V or its directional derivative along an inward normal is given on 
the boundary. In connection with this we note: 

1. If the directional derivative at the boundary element ds is denoted by ~~, then in the 

latter case J L ~ dXldx2dx3, taken over the finite space, is equal to - J ~~ ds taken 
over the boundary. Apart from this, the choice is arbitrary throughout the boundary in 
both cases. Accordingly, this choice is necessary to the determination. 

2. For a space element where L ~ becomes infinitely large, we replace the product 
by - J ~~ ds taken over the boundary of this element. 

3. If L ~:¥ only differs from 0 within a finite space, then the boundary condition may 
be replaced by the condition that, at an infinite distance R from a point of this space, 
R ~~ is infinitely small. 
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h. The motion that gives rise to light phenomena only. 
The motion that must be assumed in empty space to explain light phenomena 
may be considered consequence a theorem) as a combination of plane 
waves, that is motion such that along each plane of a family of parallel planes 
(wave planes) the form of motion is constant. Each of these wave systems 
then (according to empirical reality) consists of motions parallel to the wave 
plane, which propagate for all forms of motion (type of light) with the same 
constant velocity e perpendicular to the wave plane. 

For such a wave system, let 6,6,6 be rectangular coordinates of a point 
of space, the first perpendicular and the others parallel to the wave plane. 
Let WI, W2, W3 be the velocity components in the same directions at this point, 
at time t. Then we have 

8w 
86 =0, 

8w =0. 
86 

Empirically, we have firstly 

and secondly, the motion is the combination of a motion advancing on the 
positive side, and one on the negative side, of the wave plane, with velocity 
e. let Wi be the velocity components of the former, and w" those of the latter. 
Then Wi is invariant when t increases by dt and 6 increases by edt; w" is 
invariant when t increases by dt and 6 by -edt; and we have w = Wi + w". 
It follows that 

( 8WI 8WI) 
8t + e 86 dt = 0, --e- dt=O ( 8W" 8W") 

8t 86 ' 

and thus 
82w 82w 

- e2 
8t2 - 8~r' 

These equations yield the following symmetric equations: 

8WI 8W2 8W3 
86 + 86 + 86 = 0, 

82w (82w 82w 82w) 
8t2 = e2 8~r + 8~~ + 8~~ . 
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Expressed in terms of the original coordinates, these become equations of the 
same 

(1) 

(2) 

These equations are valid for every plane wave passing through the point 
(Xl, X2, X3) at time t, and consequently for the motion composed of all these 
waves. 

c. The motion that gives rise to both types of phenomena. 
From the conditions found for u and w flow the following conditions for v, 
or laws of motion of the substance in empty space: 

(I) 

(II) 

This is easily obtained on carrying out the differentiations. 
These equations show that the motion of a point of the substance depends 

only on the motions in adjacent parts of space and time, and their (complete) 
causation may be sought in neighboring influences. 

Equation (I) confirms our earlier claim that density is invariant under the 
motion of the substance. For 

which according to this equation is 0, expreSlses the quantity of the substance 
flowing into the space element dXI dX2 dX3 in the time element dt. Accord­
ingly the quantity of the substance in that element remains constant. 
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The conditions (II) are identical with the conditions that 

+ 

is a complete differential dW. Now 

(0; - C2 (0;1 + 0;2 + 0;3))(Wldxl + W2dx2 + W3dx3) = 0 

and consequently 

dW = (0; - C2(0;1 + 0;2 + O;J)(Uldxl + U2dx2 + U3dx3) 
= (02 - C2(02 + 02 + 02 ))dV t Xl X2 X3 

02V 
= d ot2 

since (0;1 + 0;2 + 0;3 )dV = O. 

d. Common expression for the laws of motion of the substance 
and the influence of gravitational force on the motion of 

ponderable bodies. 
The laws of these phenomena may be combined in the condition that the 
variation of the integral 

H { z= (~'r -2[ (:: -::r + (:: - ~::)' 
( OTJI or/2 ) 2] } + OX2 - OX2 dXI dX2 dX3 dt 

+ J V (z= &~~~ dX, dX2dX3 + 41rdm) dt + 21r J dm z= (~,) 2 dt 

becomes 0 under suitable boundary conditions. 
In this expression, the first two integrals are taken over the whole ge­

ometrical space, the last over all elements of ponderable bodies. However, 
the coordinates of each ponderable element must be determined as functions 
of time, and TJI, TJ2, TJ3, V as functions of Xl, X2, X3 and t, in such a way that 
a variation of these functions satisfying the boundary conditions generates 
only a second order variation of the integral. 

In this case, the quantities it (= v) are the velocity components of the 
substance, and V is the potential at the point (Xl, X2, X3) at time t. 
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The life of Bernhard Riemann. 

R. Dedekind 

The following account of Bernhard Riemann's life is not in any way in­
tended to assess the significance of his contribution to science or to shed any 
light on its relation to earlier mathematics, or the present state of mathe­
matics. Its purpose is rather to provide for those readers who would like 
to know something about the upbringing, character, external circumstances, 
and fate of this great mathematician, whose complete works are now for the 
first time being published in a collected edition. 

Georg Friedrich Bernhard Riemann was born on 17th September 1826 in 
Breselenz, a village in the kingdom of Hanover near Dannenberg, close to 
the river Elbe. His father, Friedrich Bernhard Riemann, born in Boitzen­
burg on the Elbe in Mecklenburg, who had taken part as a lieutenant under 
Wallmoden in the war of liberation, was the local pastor and was married 
to Charlotte, the daughter of Privy Councillor Ebell of Hanover. He later 
moved, with his family, to the parish of Quickborn, at that time a three-hour 
journey away. Bernhard was the second of six children. His eagerness to 
learn was awakened very early by his father who taught him, almost single­
handed, until Bernhard's departure to the Gymnasium. As a five-year-old he 
was very interested in history, in the stories of antiquity, and more especially 
in the sad fate of Poland, which his father had to relate to him over and over 
again. Very soon afterwards, however, all this faded into the background and 
his remarkable talent for calculation broke out; there was nothing he liked 
better than to discover for himself hard problems and then to set them as 
exercises to his brothers and sisters. Later on, when Bernhard was ten years 
old his father arranged for a tutor, Schulz, to help him with his son's edu­
cation. Schulz gave Bernhard a good grounding in arithmetic and geometry, 
but he soon found that he was hard put to it to follow his pupil's solutions 
to the problems which he set, as they were often better and faster than his 
own. 

At the age of thirteen and a half, Bernhard was confirmed by his father 
and left the parental home, in which a serious and pious domestic atmosphere 
prevailed. The parents regarded the proper education of their children as 
their main duty; and the heartfelt love which bound Riemann to his family 
was maintained throughout the remainder of his life. It shows itself in the 
letters he wrote from afar to those who were so dear to him. He displays 
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1.1 vivid interest in everything to do with the parental 
smallest incidents, and lets the members his family 

tribulations. 

home, even in the 
share his joys 

At Easter 1840 Riemann came to Hanover, where his grandmother lived 
and where, until her death some two years later, he attended the third form 
of the local Lyceum. Initially, as was to be expected from his previous 
education, he had to overcome all kinds of difficulties, but it was not long 
before he was being praised for his progress in the various subjects taught. He 
was always a diligent and obedient pupil. Numerous letters from Riemann to 
his beloved parents and to his brothers and sisters, dating from this period, 
have survived, in which he reports incidents from his school life, often with 
an amusing sense of humor. But the predominant theme is a yearning for 
home; as the holiday-time approaches he constantly asks for permission to 
spend it at home in Quickborn, and long beforehand he tries to devise means 
for the journey to be arranged at the least possible cost; he makes small 
purchases of birthday presents for his parents and brothers and sisters, and 
is eager to make them a real surprise. In his thoughts he is still living at 
home with his family. At times, however, one can sense in his letters that 
he finds conversation with strangers very difficult, and he wistfully laments 
his shyness. This shyness, a natural consequence of his sheltered upbringing, 
which to his sorrow even caused him to appear in a false light to his teachers, 
never completely left him. Indeed, this often drove him to take refuge in 
solitude and in the world of his imagination, where he displayed the greatest 
boldness and openmindedness. 

After the death of his grandmother Riemann, apparently at his own wish, 
was taken at Easter 1842, by his father, to the Johanneum in Luneburg, where 
he remained for two years in the second form and two years in the top form 
until his departure for the university. The great fire of Hamburg occurred 
during the first part of this period and it made a profound impression on 
Riemann, who reported on it in great detail to his parents. The greater 
nearness to home and the possibility of spending his holidays in Quickborn 
with his family contributed to making this further time at school a happy 
one. Admittedly the journeys to and fro, for the most part on foot, required 
considerable effort, as his bodily growth left much to be desired; even at this 
time, in the beautiful letters to his mother-whose loss he would soon, alas, 
have to mourn-there are references to anxieties over his health, and to her 
repeated kindly warnings to avoid undue physical exertions. Later on, he 
lived with the schoolmaster Seffer, who took an active interest in the lad, 
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and who, as is clear from Riemann's letters, became a fatherly friend and 
protector. He had good school reports in other subjects, but in mathematics 
they were always brilliant, and on leaving school he was the top pupil. His 
outstanding talent for this science was recognised by the excellent headmas­
ter Schmalfuss, who lent him mathematical works for private study, and was 
often surprised or rather absolutely astonished when Riemann returned the 
books to him after a few days and then showed in conversation how com­
pletely he had worked through and mastered their content. These studies, far 
outside the school curriculum, must have led him into the realms of higher 
mathematics. His knowledge of advanced analysis, as far as one can tell, 
was obtained by studying the works of Euler; but he must also have read 
Legendre's Theone des Nombres at this time. 

At the age of nineteen and a half, at Easter 1846, Riemann entered the 
University of Gottingen. His father, as a minister of religion, had naturally 
cherished the hope that his son would devote himself to theology, and in 
fact Riemann on the 25th April matriculated as a student of philology and 
theology. The decision to do so, which seems at complete variance with his 
own inclinations and his gift for mathematics, must above all have been at­
tributable to his concern for his family, and to his hope that he might be 
able to help his impoverished father with his numerous motherless children, 
by an early appointment to some living in the church. However, in addi­
tion to attending the lectures on philology and theology, he also heard the 
mathematical ones, and in fact already in the summer semester he attended 
those given by Stern, on the numerical solution of equations, and those on 
terrestrial magnetism by Goldschmidt; and then, in the winter semester of 
1846-1847, those of Gauss on the method ofleast squares, and those of Stern 
on definite integrals. With this continued preoccupation with mathematics, 
he soon saw that his attraction to the subject was too strong within him to 
be denied, and he obtained his father's permission to devote his time entirely 
to his favourite study. 

Although Gauss had now, for nearly half a century, held the rank of 
the greatest mathematician alive, he confined his lecturing activities-which 
were admittedly highly stimulating as far as they went-to a narrow field, 
belonging more to applied mathematics. Riemann, with his existing knowl­
edge of mathematics, could not therefore expect any great enrichment of 
his store of knowledge in Gottingen, or to learn anything which might bear 
fruit in the form of new ideas. He therefore at Easter 1847 transferred to 
the University of Berlin, where Jacobi, Lejeune Dirichlet and Steiner were 

520 



Riemann, Collected Papers 

attracting large numbers of students by the brilliance of their discoveries, 
which formed the subject-matter of their lectures. He stayed there for two 
years, until Easter 1849. Among the lectures which he attended were those of 
Dirichlet, on the theory of numbers, on the theory of definite integrals, and 
on partial differential equations, and those of Jacobi on analytical mechanics 
and on higher algebra. Unfortunately very few of his letters from this time 
have survived; in one of them (dated 29th November 1847) he writes of his 
great joy on learning that Jacobi had changed his mind and had decided, 
after all, to lecture on Mechanics. He came into close contact with Eisen­
stein, whose lectures on elliptic functions he attended during his first year. 
Riemann later recounted that they had discussed between them the question 
of how complex numbers should be introduced into the theory of functions, 
and that they held radically different opinions on the basic principles. Eisen­
stein remained firmly attached to the formal algorithmic approach, whereas 
he had felt that the true definition of a function of a complex variable was to 
be found in the partial differential equation. It is probable that it was in the 
autumn vacation of 1847 that Riemann first worked out the basic principles 
of these ideas, which were to prove so important during the remainder of his 
life. 

Very little is to be gleaned from his letters about other aspects of his 
life during his two-year stay in Berlin. He was deeply stirred by the great 
political events of 1848; he was an eyewitness of the March revolution and 
had, as a member of the student corps, been on guard duty at the Royal 
Palace from 9 a.m. on the 24th March until 1 p.m. on the following day. 

At Easter 1849, after he had experienced the arrival in Berlin of the 
Kaiser's deputation from Frankfurt, he returned to Gottingen. During the 
three following semesters he attended some courses of lectures on scientific 
subjects and on philosophy, among others a brilliant course on experimen­
tal physics given by Wilhelm Weber which he followed with great interest. 
He later became very attached to Weber, who became a true friend and 
counsellor until his death. It must have been at this time, when he was 
simultaneously occupied in studying philosophy-especially the teachings of 
Herbart-that his ideas on natural philosophy first began to germinate. At 
least, as far as his striving to obtain an unified conception of Nature is con­
cerned, this seems to be so, to judge from a passage in an essay which he 
wrote in November 1850. This memoir, drawn up in his capacity as a mem­
ber of a pedagogical seminar, is entitled "On the scope, arrangement and 
methods of teaching scientific subjects in schools." In it he says "Thus, for 
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example, it is possible to present a mathematical theory complete in itself, 
proceeding from the elementary laws valid for individual points to the events 
in the actual space or continuum, without having to distinguish between 
whether we are concerned with gravitation, electricity, magnetism, or heat 
and its equilibrium." In autumn 1850 he joined the recently formed seminar 
on mathematical physics led by Professors Weber, Ulrich, Stern, and Listing, 
and took part in the experimental work, even though it often took him away 
from his primary objective, the preparation of his doctoral dissertation. It 
was partly for this reason, and partly also because of the scrupulous atten­
tion which he paid to the preparation of any work intended for publication-a 
scrupulousness which was to have the effect of seriously restricting the pub­
lication of his work later on-that it was not until November of the following 
year, 1851, that he was able to submit his thesis "Foundations for a gen­
eral theory of functions of a complex variable." This doctoral dissertation 
received a very favourable judgment from Gauss, who informed Riemann at 
his interview that he had been for several years preparing a paper dealing 
with the same subject, but not restricted to it. The examination took place 
on Wednesday, 3rd December, and the public disputation and ceremony of 
promotion to the degree of Doctor on Tuesday, 16th December. To his fa­
ther he writes "Now that I have completed my dissertation, I think that my 
prospects have significantly improved. I also hope that with time I shall 
learn to write more fluently and more rapidly, particularly if I try to meet 
more people socially, and also I have the opportunity for the first time to 
give lectures; I am now in good spirits." At the same time he blames himself 
for the additional costs which he has imposed on his father by not showing 
more eagerness in applying for the vacancy at the Observatory7 occasioned 
by the death of Goldschmidt. He goes on to say that nothing stands in the 
way of his habilitation as a Privatdocent once his habilitation thesis has been 
completed. It appears that he had from early on intended to choose as the 
subject of this thesis the theory of trigonometric series, but two and a half 
years were to elapse before his habilitation. In the autumn vacation of 1852, 
Lejeune Dirichlet, whom Riemann knew well from Berlin, came to spend 

7From information given to me by W. Weber, it seems that Gauss himself did not wish 
Riemann to be given this appointment. It goes without saying that he did not doubt that 
Riemann had the necessary theoretical knowledge and practical aptitude for the post; but 
he already at that time held such a high opinion of Riemann's scientific work that he 
feared that the time-consuming duties associated with the position, and to some extent 
the subordinate official business, would divert him far too much from his true work. 
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some time in Gottingen. Riemann, who had just returned from Quickborn, 
was lucky enough to see him almost daily. On his first visit to the Crown, 
where Dirichlet was staying, and next day at a noon meeting at the house 
of Sartorius von Waltershausen at which Professor Dove, from Berlin, and 
Professor Listing were present, he asked Dirichlet, whom he recognised to 
be, after Gauss, the greatest mathematician then alive, for advice about his 
work. "The other morning"-Riemann writes to his father-"Dirichlet was 
with me for about two hours; he gave me some notes which I needed for 
my habilitation thesis, which were so comprehensive that it will significantly 
lighten my work; otherwise I might have had to spend a lot of time in the 
library searching for all kinds of things. He also went through my disserta­
tion with me and, in general, was extremely friendly towards me, which I 
scarcely expected because of the great gap in standing. I have hopes that 
he will not forget me later." A few days later Wilhelm Weber returned to 
Gottingen from the Wiesbaden Association for the Advancement of Science. 
There was a very rewarding excursion, in a large group, to the Hohen Hagen 
a few hours off, and on the following day Dirichlet and Riemann once again 
met at Weber's house. Personal encounters of this kind were highly beneficial 
to Riemann. He wrote about this to his father "You see that I have not been 
spending all my time at home, but even so I am hard at work in the morning 
and I find that I am making better progress than if I had spent the whole 
day at my books." 

In those days he also wrote about his habilitation and the commencement 
of his lecturing as though they were something in the immediate future, and 
he would undoubtedly have progressed more rapidly in his career if more of 
such outside stimuli had come his way. It is clear that at the beginning of 1853 
he was almost exclusively occupied with natural philosophy; his new ideas 
take on a fixed shape to which he keeps coming back after all interruptions. 
Finally, however, the habilitation thesis gets finished, and he writes to his 
younger brother Wilhelm on 28th December 1853: "My work is now in a 
reasonable state; I handed in my habilitation thesis8 at the beginning of 
December, and I must now propose three subjects for the trial lecture, one 
of which is then chosen by the faculty. I had already prepared the first 
two, and I had hoped that one of these would be chosen, but Gauss chose 
the third9 , and so I am again in something of a tight spot, as I now have 

80n the representation of a function by a trigonometric series. 
gOn the hypotheses which underlie geometry. 

523 



The life of Bernhard Riemann. 

to do some more work on it. I had resumed my other investigations into 
the connection between electricity, galvanism, light and gravity immediately 
after finishing my habilitation thesis, have now made sufficient progress 
in them, that I can publish my conclusions in this form without hesitation. 
At the same time I have become more and more convinced that Gauss has 
been working on this question for several years, and has told a few of his 
friends--among others Weber-under the seal of secrecy. Of course I can 
say this to you, without any risk of appearing presumptuous; anyhow I hope 
that I am not too late, and that it will be recognised that my results were 
entirely independent work." 

At this time, Riemann was acting as assistant to Wilhelm Weber in the 
seminar on mathematical physics, and as such had to supervise the work of 
the new entrants, as well as to give a few lectures. On 26th June 1854, he 
writes from Quickborn to his brother about the further progress of his work: 
"Around Christmas, if I remember rightly, I wrote to you from Gottingen, 
telling you that I had completed my habilitation thesis at the beginning of 
December, and handed it in to the Dean, and that immediately afterwards I 
had continued with my researches into the interrelations between the funda­
mental laws of physics and had become so engrossed in this study that when 
the subject was set for the trial lecture at the colloquium, I could not tear 
myself away from it. Soon after this I became ill, partly as a result of too 
much brooding, and partly because of sitting in front of a stove during this 
foul weather; myoId trouble started again with a vengeance, which was not 
without adverse effect on my work. It was not until several weeks later, when 
the weather improved and I was able to get about a bit, that my health got 
better. I have now rented a summer-house for the summer and since then, 
thank God, have had nothing to complain of as regards my health. For about 
a fortnight after Easter I had to deal with other work which I could not very 
well avoid. That done, I went ahead enthusiastically with the preparation of 
my trial lecture and had completed it by Whitsun. Although it was quite 
an effort, I needed to have it done so that I could have my examination im­
mediately, and would not have to visit Quickborn without having achieved 
my object. In fact, Gauss's state of health has recently become so bad, that 
everyone now fears that he will die this year, and he himself felt that he 
was too weak to examine me. He now asked me to wait-since in any case 
I could not start lecturing until the next semester--at least until August, 
when he might be feeling better. I had already resolved to bow to the in­
evitable. Then suddenly at midday on the Friday after Whitsun he decided 
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to give in to my repeated pleas to get rid of "the halter round my neck" by 
agreeing to hold the examination at half past ten on the following day, and 
80 by one o'clock on the Saturday it was all happily ended. Let me now tell 
you, in all haste, what this other business which took up my time at Easter 
was all about. During the Easter vacation Kohlrausch-a son of the Inspec­
tor of Schools, and a cousin and brother-in-law of Schmalfuss-who is now 
a professor in Marburg, was on a fortnight's visit at Weber's, to carry out 
some electrical experiments with him. Weber had been responsible for part 
of the research, and Kohlrausch on the other hand had done the preliminary 
work, and had designed and constructed the apparatus. I had participated 
in the experimental side and had got to know Kohlrausch on this occasion. 
Now Kohlrausch had some time previously made and published some very 
precise measurements in connection with an electrical phenomenon not hith­
erto investigated (the residual charge in a Leyden jar), and, in the course of 
my general research into the connection between electricity, light, and mag­
netism, I had found the explanation. I spoke to Kohlrausch about this, and 
this gave me the opportunity to work out the details of the theory of this 
phenomenon, which I sent to him. Kohlrausch replied in a most friendly 
manner, and offered to send my work to Poggendorf, the editor of the An­
nals of Physics and Chemistry in Berlin, for publication in that journal. He 
also invited me to visit him during the next autumn vacation, to pursue the 
matter. This is very important to me because it is the first time I could 
apply my theories to a hitherto unknown phenomenon, and I hope that the 
publication of this small work will contribute to my larger work getting a 
favourable reception. Here in Quickborn I may well have to spend part of 
my time on preparing it for printing, as the page proofs will probably be sent 
to me, and part on working out a course of lectures for next semester." 

As regards the first part of this letter, it should be noted that Riemann, 
in composing his trial lecture on the hypotheses of geometry had made his 
task very much harder by striving to ensure that it would be as easily un­
derstandable as possible even to members of the faculty who had had no 
mathematical training. By doing so, however, he created a most admirable 
masterpiece of exposition, inasmuch as while suppressing all the detailed 
mathematical analysis, he nevertheless succeeds in conveying so accurately 
the train of his thoughts, that it can be completely reconstructed from the 
indications which he gave. Gauss, contrary to the usual practice, had se­
lected from the three proposed themes not the first but the third, because he 
was keen to know how such a difficult subject would be handled by such a 
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young man. The lecture, which exceeded all his expectations, greatly aston­
ished him, and on his way back from the meeting of the faculty he spoke to 
Wilhem Weber enthusiastically, and quite uncharacteristic excitement, 
about the profundity of the ideas which Riemann had put forward. 

After a fairly long stay in Quickborn, Riemann returned to Gottingen in 
September to take part in a meeting of the Association for Scientific Research. 
At the invitation of Weber and Stern he decided to give a lecture on the 
distribution of electricity in non-conductors to the section on mathematics, 
physics and astronomy. He writes to his father about this: "My turn to give 
a lecture came on Thursday, and as nothing else had been announced for this 
session of our section, I worked on it the previous evening so as to fill up to 
a certain extent the usual period of the session. I had initially wanted only 
to lecture on the physical law which I wished to tell them about, but I now 
applied it to several different phenomena and showed how it agreed with 
experience. My presentation in this latter part was admittedly somewhat 
disjointed, but I still think that the impression of the whole gained by the 
addition;1 spoke for about an hour and a quarter. The fact that I had spoken 
in public to this particular gathering before gave me a bit more courage to 
give my lecture, but I now see that there is a vast difference between, on the 
one hand, having thought about a subject for a long time and having sorted 
everything out, and on the other having only just prepared the subject-matter 
immediately before the lecture. I hope that in six months time I shall be able 
to think more calmly about my lectures, and that the thought of them will 
not again. haunt my stay in Quickborn, letting it spoil the pleasure of being 
with you, as it did last time." He met Kohlrausch again in Gottingen, but 
after a further exchange of letters Riemann decided not to go ahead with the 
publication of his paper on the residual charge in Leyden jars, presumably 
because of his unwillingness to agree to certain proposed alterations. Instead 
there appeared in Poggendorf's Annalen Riemann's memoir on the theory of 
Nobili's color rings, concerning which he writes to his elder sister Ida: "This 
matter is of particular importance because it lends itself to very accurate 
measurements from which the laws governing the flow of electricity can be 
verified with great precision." 

In this same letter of 9th October 1854 he writes with great delight of 
his achievement in attracting, against all his expectations, a considerable 
audience to his first course of lectures, as many as eight students having 
enrolled. The subject of the lectures was the theory of partial differential 
equations and its applications to problems of physics; they were modeled, in 
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the main, on the course of lectures which Dirichlet had given, under the same 
title, in Berlin. On 18th November 1854 he writes to his father: "My life here 
has gradually settled down into a fairly regular routine. I have so far managed 
to hold my lectures regularly, and my initial awkwardness and diffidence have 
almost disappeared. I have trained myself to think more about my listeners 
and less about myself, and I have learnt to read from their faces whether 
I ought to keep going or explain the subject in more detail." There can 
be little doubt that communication by word of mouth always caused him 
great difficulties in the first years of his academic activities. His dazzling 
power of thought and his fantastic premonitions often led him, especially in 
conversations on scientific subjects, to take huge steps which others could 
not easily follow, and if one asked him for more detailed explanations of 
some of the intermediate steps leading to his conclusions, he would be taken 
aback. With some difficulty, he would adjust his style to the slower thought 
processes of others and rapidly dispel their doubts. His sensitive nature was 
often upset, when during his lectures he could see from the looks on the 
faces of his audience-to which he refers in the letter quoted above-that 
he would be obliged to give a special proof of some point which seemed to 
him to be quite self-evident. After long practice he eventually got over this, 
and the comparatively large number of his pupils bears witness not only to 
his fame as the author of the most profound work, but to the attraction of 
his lectures, which were prepared with the greatest care. He succeeded in 
guiding his listeners through great difficulties in order to penetrate the new 
principles he had created. 

On 23rd February 1855, Gauss died and soon afterwards Lejeune Dirichlet 
was called from Berlin to Gottingen. On this occasion attempts were made 
from several sides to get Riemann appointed as an extraordinary professor, 
but they came to naught. However, it was arranged that he would receive an 
annual stipend of 200 thalers from the government, and although the amount 
was so small it came as a considerable relief to Riemann, who was then, and 
for some time to come, often gloomy about the future. It began a series of 
sad and somber years, in which fate dealt him one heavy blow after another. 
In 1855 he lost his father and one of his sisters, Clara. His old home in 
Quickborn that he loved so much had to be abandoned, and his three sisters 
went to live with his brother Wilhelm in Bremen, where he was Secretary for 
Postal Services. From then on, Wilhelm took over the responsibility for the 
support of the family. 

Riemann had now returned with renewed eagerness to his researches into 
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the theory of Abelian functions, which he had begun in the years 1851 and 
1852 and for the first time, from Michaelmas 1855 until Michaelmas 1856, 
took as the subject of his lectures, in which three listeners, Schering, Bjerk­
nes, and his colleague Dedekind took part. In summer 1856, he was appointed 
assessor of the mathematical section of the Gottingen Scientific Society; and 
as such he presented to the society, on 2nd November, a paper on Gauss's 
hypergeometric series. On the same day he wrote to his brother: "I also 
hope that my work will bear fruit. My paper is, as I wrote to you before, 
now ready to be printed, and perhaps the Society will allow it to be pub­
lished in their transactions; a great honor, because during the last 50 years 
the only mathematical papers which they have contained have been those by 
Gauss. The mathematical section of the society, consisting of Weber, Ulrich, 
and Dirichlet, will, in Weber's opinion, at any rate, make an application for 
my paper to be printed. I am fairly happy with my lectures, that is to say 
with the attendance, especially in view of the small number of new student 
arrivals. There are hardly any mathematicians among them, and that is 
probably why Dedekind and Westphal have been unable to get the number 
of pupils they wanted for private tuition. The number attending my lectures 
on the four days I lectured was three to begin with, then four, and on the 
last two occasions five, but one of these was just sitting in on the course. I 
am particularly gratified that this time I also have a few first-year students 
and not simply, as in the past, students from the sixth and later semesters, 
because it is a sign that my lectures have become easier to understand. For 
all that, I cannot yet pretend that my lectures are all they should be, because 
no-one has yet signed up, and it is still possible that my listeners may leave 
me in the lurch. I shall devote my free time to my work on Abelian functions, 
which I have told you about. Shortly before my return here to Gottingen, 
Dr. Borchardt of Berlin, the principal editor of the mathematical journal, 
was here and has passed on through Dirichlet and Dedekind a request to send 
him, as' soon as possible, an account of my researches into Abelian functions, 
in as rough and ready a state as I like. Weierstrass is now busily publish­
ing, but the latest volume of the journal, which Scherk has told me about, 
contains only the preliminary indications of his theory." 

In fact Riemann now devoted all his strength to working out the de­
tails of this work, so that he was able to send the manuscript of the first 
three smaller articles to Berlin on 18th May, and the larger fourth on 2nd 
July 1857. The excessive effort involved severely affected his health and he 
reached by the end of the summer semester a state of mental exhaustion very 
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much darkened by his temperament. To refresh his spirits and improve his 
health, he took a few weeks leave in Harzburg, accompanied for a few days 
by his friend Ritter (then a teacher at the Polytechnic in Hanover, and now 
a Professor at Aachen). His colleague Dedekind followed him thither, and 
together they went for numerous walks and longer excursions into the Harz 
region. These walks raised his spirits, and began to restore his trust in others 
and his self-confidence; his harmless jests and highly entertaining conversa­
tions on scientific subjects made him one of the most kindly and stimulating 
companions. At this time his thoughts kept returning to natural philosophy, 
and one evening, after coming back from a strenuous walk, he took hold of 
Brewster's Life of Newton, and spoke at length with admiration about the 
letter to Bentley in which Newton himself states the impossibility of direct 
action at a distance. 

Soon after his return to Gottingen, he was on 9th November promoted to 
extraordinary professor, and his stipend increased from 200 to 300 thalers a 
year. Almost at the same time his happiness was shattered by the death of 
his beloved brother Wilhelm; he now assumed responsibility for the upkeep of 
his three remaining sisters and insisted that they should come to Gottingen 
and stay with him during that winter; this happened again at the beginning 
of March 1858, but shortly afterwards his youngest sister, Marie, was taken 
away from him by death. After so many cruel strokes of fate, the company 
of his two surviving sisters consoled him in the depths of his depression, and 
the recognition which his work was, albeit slowly, gaining in wider circles, 
gradually restored his sunken self-confidence and gave him fresh courage to 
undertake new work. Earlier, he had written an essay entitled "A contribu­
tion to electrodynamics" which was later much talked about, and had written 
to his sister Ida: "I have submitted to the Royal Society [of Gottingen] my 
discovery on the connection between electricity and light. From various re­
marks which I have picked up on this subject, I can only conclude that Gauss 
has put forward a theory on this matter which is different from mine, and 
has communicated it to his closest friends. But I am convinced that mine is 
the right one, and that in a few years time it will be recognised as such." It 
is known that he soon afterwards withdrew his paper, and never resubmit­
ted it , probably because he was no longer satisfied with the deductions it 
contained. 

In the autumn vacation of 1858 he got to know the Italian mathemati­
cians Brioschi, Betti and Casorati who were on a tour of Germany, and were 
spending a few days in Gottingen; this acquaintance was to be renewed later 
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in Italy. 
At this time, Dirichlet fell ill and succumbed on 5th May 1859 after a 

long period of suffering. He had always taken the liveliest personal interest 
in Riemann and had taken every opportunity to do what he could to im­
prove his external relationships. Meanwhile Riemann's scientific reputation 
had become so generally recognized that, after Dirichlet's death, the author­
ities saw no need to look for a mathematician from outside. At Easter 1859, 
living quarters were found for him in the Observatory; on 30th July he was 
appointed ordinary professor, and in December unanimously elected as an 
ordinary member of the Royal Society of Sciences in Gottingen. Earlier, on 
11th August, the Berlin Academy of Sciences had elected him as a corre­
sponding member in the physics and mathematics section. This gave him 
the opportunity to travel to Berlin in September, accompanied by Dedekind, 
where he met the leading mathematicians Kummer, Borchardt, Kronecker, 
and Weierstrass, who all welcomed him with honor and great cordiality. One 
of the consequences of his nomination and visit (which was followed by his 
election as a foreign member lO in March 1866) was that he submitted to 
the Academy in October his paper on the frequency of prime numbers, and 
sent Weierstrass a letter on multiply periodic functions, which was published 
posthumously. 

One month later he submitted to the Gottingen Society of Sciences his 
memoir on the propagation of planar air-waves of finite amplitude. 

In the Easter vacation of 1860 he went on a trip to Paris, where he 
stayed for a month from 26th March; unfortunately the weather was raw and 
unfriendly and in the last week of his visit there was one day after another of 
snow and hail which made it almost impossible to see the sights. However, he 
was delighted with the friendly reception which he received from the Parisian 
scholars Serret, Bertrand, Hermite, Puiseux and Briot, with whom he spent 
a pleasant day in the country at Chatenay, along with Bouquet. 

In the same year, he completed his paper on the motion of a fluid ellipsoid 
and turned his attention to a prize problem proposed by the Paris Academy. 
This concerned the conduction of heat, and Riemann had already done the 
groundwork in his investigations into the hypotheses of geometry. In June 

lOConcerning the honors conferred on Riemann, I note here that he was elected, on 28th 
November 1859,a corresponding member of the Bavarian Academy of Sciences, then an 
ordinary member on 28th November 1863. He became a corresponding member of the 
Paris Academy on 19th March 1866. On 14th June 1866, shortly before his death, he was 
elected a foreign member of the Royal Society of London. 
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1861, he sent in his solution, which was written in Latin, with the motto "Et 
his principiis via sternitur ad majora." It did not gain him the prize, because 
he had not had time to fill in all the details of the necessary calculations. 

The untroubled happy life of these last years, with which Riemann could 
be so gratified, reached its highest point when, on 3rd June 1862, he married 
Fraulein Elise Koch from Korchow in Mecklenburg-Schwerin, a friend of his 
sister. It was her lot to share the troubles of the remaining years of his life, 
and to ameliorate them through her untiring love. Already in July of this 
same year he had an attack of pleurisy, from which he had apparently quickly 
recovered, but this was the origin of a lung infection which was to lead to 
his early demise. When the doctors advised a lengthy sojourn in a south­
ern climate, Wilhelm Weber and Sartorius von Waltershausen pressed the 
authorities to accord Riemann, not only the necessary leave, but sufficient 
financial support to enable him to undertake a visit to Italy, which began 
in November 1862. At the warm recommendation of Sartorius von Walter­
shausen, Riemann found the friendliest of welcomes at the family of Jager, 
the consul in Messina, at whose villa in the suburb of Gazzi he spent the 
winter. His state of health rapidly improved, and he was able to go on excur­
sions to Taormina, Catania, and Syracuse. On the return journey, which he 
began on 19th March 1863, he visited Palermo, Naples, Rome, Leghorn, Pisa, 
Florence, Bologna, and Milan. During the lengthy stays which he made in 
these cities, whose art treasures and antiquities aroused his greatest interest, 
he was able at the same time to get to know the leading Italian scholars. In 
particular he was able to renew his warm friendship with Professor Enrico 
Betti of Pisa, whom he had already met in Gottingen in 1858. On the whole, 
the years spent in Italy, despite the sad way in which they ended, represented 
the highlight of his life, not only because of the unending pleasure which this 
enchanting land with its natural beauty and its artistic treasures gave him, 
but also because it was here that he felt himself free. He was free from the 
petty restraints in his relations with other people which he thought that he 
had to observe at every step in Gottingen. The beneficial effect of the climate 
on his health also meant that he was often quite cheerful and was able to 
have many happy days. 

It was with high hopes that he left his beloved Italy, but as he crossed 
over the Spliigen pass, where he unexpectedly had to take a long journey 
on foot through the snow, he caught a severe cold, and when he arrived in 
Gottingen on 17th June, his condition was so bad that he soon had to decide 
on a second voyage to Italy, which began on 21st August 1863. He first went 
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via Merano, Venice, and Florence to Pisa, where on 22nd December 1863 
his wife gave birth to a daughter, who was christened Ida, in memory of his 
older sister. Unfortunately the winter was so cold that the Arno froze. In 
May 1864 he took a villa near Pisa, and here at the end of August he lost his 
younger sister Helene; he himself had an attack of jaundice, which resulted 
in a worsening of his chest complaint. He turned down an invitation to an 
appointment at the university of Pisa, formerly held by Professor Mosotti, 
which had already been extended to him in 1863, through the intermediary of 
Betti, partly on the advice of his friends in Gottingen, but mainly, no doubt, 
on the grounds that he feared that he would be unable, in the precarious 
state of his health, to fulfil the duties associated with the position. He 
felt therefore that he was not in a position in which he could honourably 
assume the responsibilities involved. This same sense of duty aroused a 
strong desire to return to Gottingen to resume his teaching role, and it was 
only the earnest representations of his friends and medical advisers which 
induced him to come back for another winter in Italy, which he passed in the 
congenial company of his learned friends in Pisa, Betti, Felici, Novi, Villari, 
Tassinari, and Beltrami. At that time he was also working on his memoir 
on the vanishing of the theta-functions. A deterioration in his condition 
made him spend May and June 1865 in Leghorn, July and August at Lake 
Maggiore, and September in Pegli, near Genoa, where a gastric fever brought 
about a significant worsening of his physical state. 

In these circumstances Riemann could no longer withstand his desire to 
go back to Gottingen; he arrived back on 3rd October, and over the winter 
had tolerable health, which usually allowed him to work a few hours every 
day. He completed the memoir on the vanishing of the theta-functions and 
entrusted his former pupil Hattendorf with completing the paper on minimal 
surfaces. He often expressed the wish to speak before the end, to Dedekind, 
about some of his unfinished works, but he felt too weak and exhausted 
to be able to invite him to Gottingen. In the last months he worked on a 
paper dealing with the mechanism of the ear, which was unfortunately never 
completed, but was published only in fragmentary form after his death, by 
Henle and Schering. 

The completion of this memoir, and of some other works, was very close 
to his heart, and he hoped that he might assemble the necessary strength for 
this task after a few months at Lake Maggiore, in the country which he had 
come to love so much, and which he longed to visit once more. He therefore 
resolved, on 15th June 1866, in the first days of the war, to make his third 
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journey to Italy. It was interrupted at Cassel, because the railway there had 
but fortunately he succeeded in making his way to Giessen 

carriage, and from there progress was unimpeded. 
On 28th June he arrived at Lake Maggiore, where he lived in the Villa 

Pisoni in Selasca near Intra. His strength soon failed him and he himself 
clearly felt that his end was drawing near, but even on the day before his 
death he was working quietly under a fig-tree, filled with a great joy looking 
out over the beautiful landscape, on his last, and alas unfinished work. His 
life ended very peacefully, without any struggle or fear of death; it seemed 
as though he were following with interest the separation of the soul from 
the body. His wife had to give him bread and wine; he gave his blessing to 
those he loved at home and said to her: kiss our child. She recited the Lord's 
Prayer, but he could no longer speak; at the words "forgive us our trespasses" 
his eyes looked upwards, she felt his hand in hers grow colder, and after a few 
breaths his pure and noble heart ceased to beat. The religious sense which 
had been implanted in his paternal home remained with him throughout 
his life, and he served, though in a different way, the same God. With 
the greatest piety he avoided disturbing others in their beliefs; a daily self­
examination in the sight of God was, in his expressed opinion, an important 
religious principle. 

He lies buried in the churchyard of Biganzolo, which belongs to the same 
parish as Selasca. His gravestone bears the inscription: 

Hier ruhet in Gott 
GEORG FRIEDRICH BERNHARD RIEMANN, Prof. zu Gottingen, 

geb. in Breselenz 17 Sept. 1826, gest. in Selasca 20. Juli 1866. 
Denen die Gott lie ben miissen aIle Dinge zum Besten dienen. ll 

Here lies in the peace of God 

GEORG FRIEDRICH BERNHARD RIEMANN, Professor at GCittingen, 

born in Breselenz 17th September 1826, died in Selasca 20th July 1866. 

Those who love God must serve him in all things to the best of their ability. 

lIThe gravestone, which was donated by his Italian friends and colleagues, has now been 
removed as the result of the cemetery being transferred elsewhere. 
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Notes on the Individual Papers. 

I. 

Riemann's doctoral thesis, I, represents a major advance from the con­
ceptions of complex function theory of Cauchy and the French school. Apart 
from the identification of the Cauchy-Riemann equations as fundamental, 
and the concept of an analytic function as a conformal mapping, there is 
the splendid invention of Riemann surfaces. This marks the first systematic 
use of topological ideas as a tool in mathematics. Riemann follows Gauss in 
referring to a conformal mapping as a mapping that 'preserves similarity in 
the smallest parts'. 

Even Riemann's faulty use of the "Dirichlet principle" to prove the ex­
istence of certain functions was an invaluable stimulus to research. This 
complicated story is related in Gray (1994) and Monna (1975). Much was 
accomplished in conformal mapping by H. A. Schwarz and C. Neumann. 
Osgood gave the first completely general proof of the Riemann mapping the­
orem in 1900, and soon afterwards Hilbert gave a satisfactory account of the 
Dirichlet principle. The landmark book of Weyl (1913) was the first rigorous 
account of Riemann surfaces. 

Further reading: Ahlfors (1953), Archibald (1996), Farkas and Kra (1991), 
Gray (1994), Kellogg (1929), Koch (1991), Laugwitz (1999), Monna (1975), 
Neuenschwander (1981), Remmert (1991, 1998), Springer (1957), Weber 
(1902, 46-48), Weyl (1913). 

II. 

This brief report of Riemann's first venture into mathematical physics is 
based on his 1854 lecture at a scientific meeting in Gottingen; see Dedekind's 
biography, p. 526. The final version XX of this work was not published 
during Riemann's lifetime. Weber (1902, p. 367) suggests that this was 
because Riemann did not care for an alteration to the paper that he had 
been asked to make, presumably by Kohlrausch. See also the Notes to XX. 

III. 

This is an early demonstration of Riemann's power in the modeling of 
problems in physics. There is a notable use of complex function theory. 
Riemann appears to have drawn some of the ideas from an 1854 paper of 
Kirchhoff on induced magnetization. Riemann's use of Bessel functions and 
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'half-convergent series' (asymptotic expansions) is historically notable; see 
Watson (1922). 

Beetz and von Guebhard conducted further experiments on Nobili's rings 
later in the nineteenth century. By the end of the century it appeared that 
forces not taken into account by Riemann, in particular the electromotive 
force of polarization, could not be neglected. See Weber (1902), p. 62. 

Further reading: Archibald (1991), Jungnickel and McCormach (1986, 
Vol. I), Riemann-Weber (1900), Watson (1922), Weber (1902, 62-66). 

IV. 

In this notable paper, Riemann applied his new ideas in complex function 
theory to the hypergeometric function. He provided an entirely new approach 
to problems treated by Gauss in 1812 and Kummer in 1837. He specified 
geometrically the P-functions to be studied and, in effect, used groups of 
matrices to specify the behavior of P-functions under circuits of the branch 
points. This is an early version of the theory of 'monodromy groups' (the 
term was first used by Jordan in 1870). Fuchs wrote extensively on related 
topics in the 1860s. Gray (2000) links the works of Riemann and Fuchs 
with a great deal of important work culminating with papers of Poincare in 
the 1880s. Riemann's lectures (supplement to Weber (1902), 67-94) contain 
further ideas beyond IV and XXI, but these had been rediscovered by others 
when the supplement appeared. 

The function II(s) (Gauss's notation) is r(s + 1) in modern notation. 

Further reading: Ahlfors (1978), 318-321, Buhler (1985), Gray (2000), 
Laugwitz (1999,§1.3.1), Weber (1902, 86-87 and supplement, 67-94). 

V. 

This announcement concerning IV tells us what Riemann thought most 
important in the memoir. We note his high regard for applications of spe­
cial functions, his wide acquaintance with the literature including Gauss's 
posthumous papers, and his telling comment that his approach 'yields all 
the earlier results, almost without calculation'. The hyper geometric func­
tions turn up in a number of Riemann's later papers on physical problems 
and minimal surfaces. 
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VI. 

of study this crucial paper is the integral of a 

l Z 

R(x,y)dx 

on an algebraic curve F(x, y) = O. Jacobi had shown in 1834 that if F is 
nonsingular of degree greater than 3, there will be more than 2 periods to 
such an integral. In the simplest case F(x,y) = y2 - f(x), degf = 5 or 
6, his idea of taking pairs of integrals and pairs of endpoints together had 
been carried out by Gopel in 1847, and Rosenhain in 1851, independently. 
Weierstrass gained his reputation in extending this to F(x, y) = y2 - f(x), 
deg f = 2n+ 1, in 1853 and 1856. Riemann's methods were entirely different, 
requiring Riemann surfaces. He relied on the Dirichlet principle for existence 
results. He introduced theta functions of several variables to solve the Jacobi 
inversion problem (his predecessors had restricted themselves to one or two 
variables). In 1913 Weyl carried out Riemann's ideas in I and VI rigorously. 
The' Riemann-Roch' theorem, concerning the number of linearly independent 
meromorphic functions on a surface of genus p having m prescribed simple 
poles, is taken as fundamental in modern accounts (e.g. Farkas and Kra 
(1991)). The contribution of Riemann's student Gustav Roch (1839-1866) 
was published in Crelle's Journal in 1865. 

Riemann's paper became important to algebraic geometers (relationship 
between the geometry of an algebraic curve and its Jacobian variety; bira­
tional geometry of plane curves). 

In a Crelle paper of 1882, Dedekind and Weber gave Riemann's subject 
matter an alternative, purely algebraic, treatment. For a modern presenta­
tion, see Deuring (1973). 

A lecture course of Riemann, partially reconstructed in the supplement 
to Weber (1902), goes beyond VI and its continuation XI in some respects. 

Further reading: Deuring (1793), Farkas and Kra (1991), Dieudonne 
(1985), Gray (1989, 1998), Griffiths and Harris (1978), Koch (1991), Laug­
witz (1999), Markushevich (1991), Mumford (1983, 1984), Siegel (1973), We­
ber (1902, 143-144 and supplement, 1-66), Weyl (1913). 

537 



Notes on the Individual Papers. 

VII. 

This paper is a crucial step towards modern analytic number theory. 
Riemann shows that the zeta function 

00 1 
((s) = ,,- (Res> 1) 

~ns 
n=l 

(a function studied by Euler) can be extended meromorphically over C and 
proves its functional equation. He then turns to the distribution of the zeros 
of (( s) in the 'critical strip' 0 ::; Re s ::; 1. Giving heuristic arguments, Rie­
mann states correctly the asymptotic formula for N(T), the number of these 
zeros with imaginary part in [0, T], and correctly writes down the product 
formula for 

~ s(s - 1)7r-s / 2r (~) ((s) 

in terms of these zeros. He provides an explicit formula for 7r(x), the number 
of primes x, in terms of these zeros. The main term confirms the prime 
number theorem conjectured by Legendre and Gauss. Riemann proposes the 
(still open) 'Riemann hypothesis' that the zeros in the critical strip have 
real part 1/2. His other claims, including the prime number theorem, were 
proved between 1893 and 1896 by Hadamard, de la Vallee Poussin, and von 
Mangoldt. 

By careful study of the Nachlass, Siegel (1932) was able to reconstruct 
more of Riemann's work on the zeta function, including an important asymp­
totic expansion in the critical strip. It is difficult to separate the contributions 
of Riemann and Siegel. 

Further reading: Conrey (2003), Davenport (1980), Edwards (1974), Ivic 
(2003), Laugwitz (1999, §1.4), Motohashi (1997), Siegel (1932), Titchmarsh 
(1986), Weber (1902, 154-155). 

VIII. 

In this paper, probably his best work in mathematical physics, Riemann 
applies nonlinear partial differential equations to study the propagation of 
waves in a compressible gas. The concepts that he introduced here-Riemann 
invariants, the Riemann initial value problem, jump conditions for nonlinear 
equations, and the Riemann function for linear equations-are still basic 
today. 
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Riemann's account of shock waves does not allow for changes in entropy. 
Rayleigh pointed out in 1878, energy is not conserved. The complete set 

jump relations was supplied by Rankine in 1870, and in a posthumous 
publication of Hugoniot in 1887. Christoffel, in 1877, applied Riemann's 
n~sults to a more general problem. Hadamard's monograph gives the state 
of the art in 1903. 

Further reading: Hadamard (1903), Holder (1981), Lax (1990), Smoller 
(1982), Weber (1902, 179-181). 

IX. 

This announcement concerning VIII is interesting for Riemann's view 
of the subject and of the significance of VIII. He remarks that his work 
clears up questions raised by Challis, Airy and Stokes. This is discussed by 
Friedrichs and Courant, §51. 

Further reading: Friedrichs and Courant (1948). 

X. 

Newton first showed that the departure of the figure of the earth from 
a sphere is due to its rotation. Jacobi showed in 1834 that gravitational 
equilibrium of a rotating spheroid is consistent with three distinct axes if the 
angular momentum exceeds a critical value. Dirichlet had posed and partially 
analyzed the conditions for a configuration which is an ellipsoid varying with 
time, such that the motion, in an inertial frame, is linear in the coordinates. 
His results were edited posthumously by Dedekind in 1860. Riemann took 
up this problem of Dirichlet in X. 

The paper contains a wealth of new results, and also some lapses and 
erroneous conclusions concerning the conditions for stability. The principal 
conclusions and defects of the paper, and its relation to work on stability in 
modern theoretical astrophysics, are discussed in Chandrasekhar (1969) and 
Chandrasekhar and Lebovitz (1990). 

Further reading: Chandrasekhar (1969), Chandrasekhar and Lebovitz 
(1990), Dirichlet (1860). 

XI. 

This important paper is a continuation of VI required because 'insuffi­
cient account has been taken of the possibility that the theta function may 
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vanish identically ... when for its variables are substituted integrals of alge­
braic functions of a single variable' (p. 203). Riemann remedies this defect. 
His result is called the Riemann vanishing theorem. The modern version, in 
terms of a compact Riemann surface M, the Abel-Jacobi map from M to the 
Jacobian variety J(M), and the theta divisor, is Theorem VI.3.5 of Farkas 
and Kra. 

Further reading: Farkas and Kra (1991), Gunning (1976), Narasimhan 
(1990, 1-20). 

XII. 

This is Riemann's habilitation thesis. See Dedekind's biography, p. 523. 
Dedekind published XII posthumously from a complete manuscript in the 
Nachlass. 

Riemann was concerned in XII with necessary conditions for the rep­
resentation of a function by a trigonometric series. The careful historical 
introduction owes something to discussions with Dirichlet. The 'Riemann 
integral' is a great advance, given the function concepts of the period. Rie­
mann's necessary and sufficient condition for integrability can be rewritten 
as 'discontinuities form a null set'. See e.g. Jones (1993, Ch. 7). Hawkins 
(1970) discusses the evolution of the Lebesgue integral from the solid starting 
point provided by XII. 

Riemann's idea of using the function F obtained by two integrations of the 
trigonometric series was entirely new and remains crucial (see e.g. Zygmund 
(1959, Ch. 9). Other highlights include the Riemann-Lebesgue lemma in 
§ 10, and essentially the earliest use of the principle of stationary phase in 
§13. Compare Watson (1922), §8.2. For once, Watson misses a source-he 
overlooks XII. 

Georg Cantor (1845-1918) investigated several questions suggested by 
XII, and his results form the basis of the modern theory of uniqueness (Zyg­
mund (1959, Ch. 9), Meyer (1972)). These investigations eventually led 
Cantor to his famous results in set theory (transfinite cardinal and ordinal 
numbers). 

Further reading: Dauben (1979), Dirichlet (1829), Hawkins (1970), Jones 
(1993), Laugwitz (1999), Meyer (1972), Monna (1975), Watson (1922), We­
ber (1902, 266-271), Zygmund (1959). 
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XIII. 

This is the 'trial lecture' for Riemann's habilitation Dedekind's biog-
raphy, p. 523). The colloquium ofthe philosophical faculty was held on June 
10th, 1854. Riemann creates a new object, an n-dimensional differentiable 
manifold, and discusses different metrical scenarios and relations to physical 
reality. He was inspired by the great paper of Gauss (1828) on curved sur­
faces in 3-dimensional space. The trial lecture was published in 1868 from a 
manuscript in the N achlass. 

Riemann suppressed all the calculations in XIII for an audience more 
philosophically than mathematically inclined. (See, however, the notes to 
XXII.) Weyl (1919) is the best discussion of the mathematics underlying 
XIII. Despite its format, XIII proved a tremendous stimulus to differential 
geometers for the remainder of the century. After 1868, the writings of 
Christoffel, Helmholtz and Lipschitz were sharply influenced by XIII. 

One can trace the early development of Riemannian geometry in the bib­
liography in Schouten (1954). Ricci's numerous contributions began in 1884; 
he developed the concept of tensor in the years 1887 to 1896. His 1901 paper 
with Levi-Civita later provided the tools for general relativity. Marcel Gross­
mann and Einstein developed the mathematical aspects of general relativity 
from 1912 onwards. 

An interesting question is whether Riemann was aware in 1854 of the 
pioneering works of Bolyai and Lobachewski on non-Euclidean geometry. 
See Laugwitz (1999), Gray (1979). 

Further reading: Butzer (1984), Gauss (1828), Gray (1979), Howard and 
Stachel (1986), Jungnickel and McCormach (1986, vol. II), Koch (1991), 
Laugwitz (1999), Portnoy (1982), Reich (1973), Schouten (1954), Struik 
(1989), Tazzioli (1989), Weyl (1919), Zund (1983). 

XIV. 

Riemann's paper XIV was submitted to the Konigl. Gesellschaft der 
Wissenschaften in 1858 and then withdrawn. At this time the principal 
theories of electrodynamics were those of Wilhelm Weber (1804-1891) and 
Franz Neumann (1798-1895), dating from the 1840s. James Clerk Maxwell's 
electromagnetic field equations appeared in 1865. 

After the posthumous publication of XIV, it was criticized by Clausius in 
Poggendorff's Annalen (vol. 135, p. 606) on the grounds that, by Riemann's 
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hypotheses in the paper 1 the expression 

has a vanishingly small value. This probably explains why Riemann with­
drew XIV. However, this paper stimulated the work of Carl Neumann on 
electrodynamic theory (1868). The key assertion in XIV is that the electro­
dynamic actions of galvanic currents can be explained if one assumes that 
the action of one electrical mass on others propagates with the speed of light. 
Riemann's differential equation 

1 82U 
2" -8 2 = flU + 47r p 
c t 

was later deduced from Maxwell's theory. 

Further reading: Archibald (1989), Jungnickel and McCormach (1986, 
vol. I), Laugwitz (1999, §3.2.4), Weber (1902, p. 293). 

XV. 

For the friendly contacts between Riemann and Weierstrass in Berlin 
that led to the writing of this letter, see Dedekind's biography, p. 530. For 
the modern version of XV, see Siegel (1973), Chapter 5: 'if a meromorphic 
function f (z) of n variables cannot be transformed by a nonsingular linear 
mapping into a meromorphic function of fewer than n variables, then its 
period group is a lattice'. Note the use of Dirichlet's pigeonhole principle on 
p. 280 of XV. 

Further reading: Siegel (1973), Markushevich (1991). 

XVI. 

This letter was written (in Italian) while Riemann was staying in Pisa. 
Enrico Betti (1823-1892) was one of the leading Italian mathematicians of 
the period. He was praised by Klein for his work of 1853 on Galois theory. He 
became friendly with Riemann in 1858. See Dedekind's biography, p. 529. 
Later Riemann spend a good deal of time in Pisa and conversed almost daily 
with Betti on the foundations of real and complex analysis, on mathematical 
physics, and-most significantly-on topological ideas. See the Notes to 
XXIX. 
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Further reading: Bottazini (1977, 1986, 1991), Klein (1928). 

XVII. 

Riemann worked on this problem in 1860 and 1861. In April 1866, he 
passed a manuscript containing only formulae to his student K. Hattendorff 
and asked him to write it up. The resulting paper, XVII, appeared in 1867. 
(Some further revision was carried out by Hattendorff for the 1876 version.) 
Meanwhile, Weierstrass in 1866 had given formulae which associate to every 
analytic function F(t), t = tl + it2' a minimal surface x(tI, t2)' See Kreyszig 
(1968, p. 83). Riemann's representation (p. 294) can be reduced to that of 
Weierstrass (Kreyszig (1992), p. 152). 

Weierstrass's work was more influential than XVII. The reader can follow 
the progress of research on minimal surfaces from 1865 to 1885 in Volume 
1 of the collected papers of H.A. Schwarz (1890). In the twentieth century, 
interest has centered on existence theorems for minimal surfaces rather than 
closed formulae. 

Further reading: Garnier (1928), Kreyszig (1968, 1992), Laugwitz (1999, 
§1.3.5), Nitsche (1992), Schwarz (1890), Weber (1902, 334-337). 

XIX. 

Papers XIX-XXI (except XXV) first appeared in Weber (1876). We­
ber had searched through the 4,000 page Nachlass (now held at Gottingen 
University Library) for publishable material. The manuscript for XIX was 
dated 14 January 1847. Riemann might well have objected to the inclusion 
of this essay from his student years. There are some points of interest, noted 
by Laugwitz (1999), and the paper attracted the attention of Cayley in 1880. 

References: Cayley (1880), Laugwitz (1999, §0.4.2). 

XX. 

This paper was written in 1854 (see Note to II). Weber (1902, p. 371) 
observes that in the manuscript, the whole of §3 was crossed out, and suggests 
that the reason for this was that contemporary physicists would have been 
shocked by these speculations. 

The experimental work for the paper had been done by R. H. A. Kohlrausch 
(1809-1857). Kohlrausch was visiting Wilhelm Weber to work on the deter­
mination of the constant c in Weber's law at the time of his discussions with 
Riemann which led to XX. 
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Further reading: Archibald (1988), Jungnickel and McCormach (1986, 
vol. I). 

XXI. 

Riemann had claimed in IV that the ideas there should be applicable 
to linear differential equations with algebraic functions as coefficients. He 
deals with this question in XXI, which is dated 20 February 1857, the period 
when IV was written. Riemann considered the n-th order case only when the 
monodromy matrices can be diagonalized, but gave an essentially complete 
account in the 2 x 2 case. Later in the manuscript Riemann expressed doubts 
about his reasoning; see Weber (1902, p. 385). The last section was written 
by Weber from fragments in the N achlass, and the enumeration of constants 
had to be corrected in the 1892 edition following objections by Hilbert. 

Klein commented in 1894 that Riemann had not tackled the existence 
problem corresponding to given branch points and monodromy matrices. 
Hilbert pose a variant of this as the 21st of his 23 Paris problems in 1900. 
For the twists and turns of the subsequent story, see Gray (2000). 

Further reading: Gray (2000), Laugwitz (1999, §l.3.1), Weber (1902, sup­
plement, 67-94). 

XXII. 

This paper was an answer to the prize question on heat distribution posed 
by the Paris Academy. Written in Latin, it was submitted on 1 July 186l. 
The motto, which we did not translate in the text, could be rendered as 
'These principles pave the way to higher things.' The submitted manuscript 
was made available to Weber for the collected works. Riemann had it in 
mind to revise XXII, but was diverted from the project by his ill health. 
The main interest of XXII today is in a computation that Riemann must 
have worked out earlier in connection with XIII, a necessary condition for 
flatness of a manifold with element of distance 

in terms of the 'Riemann curvature tensor'. By the time that XXII ap­
peared, Christoffel and Lipschitz, in 1869-70, had shown that the condition 
is necessary and sufficient. 

Riemann left out many details in XXII, and did not receive the prize 
(in fact, it was not awarded). The extensive remarks provided by Weber, 
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highly praised in Weyl (1919), draw on an unpublished paper of Dedekind 
from about 1867. Dedekind's paper can be found in Sinaceur (1990). 

Further reading: Butzer (1981), Laugwit2 (1999, §3.1 ,Portnoy (1982), 
Sinaceur (1990), Tazzioli (1989), Weyl (1919), Zund (1983). 

XXIII. 

This fragment, written in Italian, dates from October 1863, when Rie­
mann was traveling in northern Italy (see Dedekind's biography, p. 532). 
The paper was edited by H. A. Schwarz, and §3 had to be reconstructed by 
Schwarz from a few lines of text and formulae. Watson (§8.2) cites XXIII 
for a very early use of the principle of stationary phase (but see Notes to 
XII). 

Further reading: Watson (1922). 

XXIV. 

In the list of Riemann's lecture courses in the supplement to Weber 
(1902), we find a number of courses from 1858 to 1864 on gravity, electric­
ity and magnetism. The influential textbooks Riemann~Hattendorff (1869, 
1876) are based on Riemann's lecture courses, but have been criticized for 
the changes made by Hattendorff. Riemann-Weber (1900) is a complete re­
working by Weber of the material in Riemann-Hattendorff (1869). 

Probably the computations in XXIV and XXV arose from illustrative 
examples in Riemann's lectures. For more on the extant lecture courses of 
Riemann, student notes of which can be found in a number of libraries in 
Germany, see Neuenschwander (1988). 

Further reading: Jungnickel and McCormach (1986, vol. I), Laugwitz 
(1999, §§3.2.3, 3.2.4), Neuenschwander (1988), Riemann~Hattendorff (1876), 
Weber (1902, supplement, 114~ 116). 

XXV. 

Weber (1902, p. 439) dates this fragment between Easter and Whitsun 
1856, and makes some comments on the differential equation (11), which 
reduces to Lame's equation when g = O. This paper, not included in the first 
edition of Riemann's works, was extracted when Weber made a further scan 
of the N achlass for the second edition. 
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XXVI. 

According to Weber (1902, p. 440), XXVI-XXIX consist of reconstruc-
from sheets in the N achlass containing formulae and a few remarks. 

Weber considered the use of conformal mapping in XXVI of particular in­
terest. In Weber (1902), we find the awful notation Zl =f Z2 for a conjugate 
pair; we have substituted Zl = 22 . 

XXVII. 

Here Weber took considerable liberties. Riemann had given the results 
for the first example briefly on a single sheet in the N achlass. For the second 
example, he remarked that the problem could be solved. Weber, drawing on 
special cases in an 1871 paper of Schwarz, provided all the mathematics for 
the second example. 

Further reading: Weber (1902, p. 445), Schwarz (1890). 

XXVIII. 

Presumably because the work of Jacobi to which he was adding was in 
Latin, Riemann wrote the first section of this fragment in Latin. The second 
section consists of formulae. Dedekind's explanatory essay, rederiving the 
formulae in Riemann's fragment, is of independent value and was included 
in his own collected works. The Dedekind sum in (32), now denoted by 

s(m,n) ~ ~ ((~ - D) ((n~t -D) 
appears in Dedekind's essay for the first time. The function TJ(w) is now 
named after Dedekind. Both objects have been much studied. See particu­
larly the notes on Chapter VIII of Chandrasekharan's book. 

Further reading: Note by R. Fricke, p. 173 (vol. I) of Dedekind (1920-
1932), Chandrasekharan (1985), Rademacher (1973). 

XXIX. 

This fragment consists of remarks (expanded by Weber) on topological 
concepts that Riemann had noted down. In the 1892 edition, Weber notes 
the relationship of these notions with those in an 1871 paper of Betti that he 
had overlooked in 1876. We are fortunate to have Betti's enthusiastic letter 
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1863 to Tardy about his conversations with Riemann on simply connected 
See Wei! (1979, 1979/1980), Pont (1974, 76-80). Dieudonne (1994) 

describes these ideas as "remaining vague and confused" in Betti's work, 
and gives Poincare the credit for developing a coherent theory after studying 
Betti. Poincare introduced the term 'Betti numbers' in 1895. 

Further reading: Bottazini (1977), Dieudonne (1994), Pont (1974), Weber 
(1902, p. 482), Weil (1979, 1979/1980). 

XXX. 

This paper and XXXI were extracted by Weber from notes of Riemann's 
lectures taken in 1861 and 1862 by Roch. Weber made these exceptions to 
the rule in Weber (1892) that Riemann's lectures were excluded, because 
he thought the topics were highly interesting and somewhat self-contained. 
Both papers are often referred to in Weber (1902, supplement, 1-66). 

XXXI. 

Another source for Riemann's ideas on theta functions with characteristic 
is Riemann-Stahl (1899). Stahl based this account on lecture notes taken 
by Hattendorff and Schering, but made many changes. Rauch and Lebowitz 
(1973) organize their textbook in a similar way to Riemann-Stahl, although 
the exposition is quite different. 

Further reading: Laugwitz (1999, §1.3.6), Rauch and Lebowitz (1973), 
Riemann-Stahl (1899), Weber (1902, supplement, 1-66). 

Natural Philosophy. 

This fragment is included in Weber (1876 and subsequent editions) as 
an appendix. There is no doubt that Riemann thought of this as important 
work-see Weber (1902, 507-508)--and at one time intended to publish some 
of the material. Altogether the N achlass contains 203 pages classified as 
'Fragments on natural philosophy'. In this particular piece, it is possible to 
discern an early version of the twentieth century goal of a unified field theory 
of gravitation and electromagnetism. 

Further reading: Laugwitz (1999, §3.3.3), Schering (1909), Scholz (1982). 
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Notes on the Individual Papers. 

The life of Bernhard Riemann. 

This essay for the first edition of the collected works is rounded out 
Laugwitz (1999, Chapter 1) using Dedekind's correspondence. The footnotes 
are Dedekind's. There are some further points of interest in Klein (1928) and 
Monastyrsky (1999). Jungnickel and McCormach (1986, vol. I) skillfully 
reconstruct the contemporary scientific atmosphere in Germany. 

A photograph of Riemann's gravestone can be found in Narasimhan 
(1990). 
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