
ar
X

iv
:1

11
1.

49
72

v4
  [

m
at

h.
D

G
] 

 2
8 

N
ov

 2
01

1

The Gauss-Bonnet-Chern
Theorem on Riemannian

Manifolds

Yin Li

Abstract

This expository paper contains a detailed introduction to some
important works concerning the Gauss-Bonnet-Chern theorem. The
study of this theorem has a long history dating back to Gauss’s The-
orema Egregium (Latin: Remarkable Theorem) and culminated in
Chern’s groundbreaking work [14] in 1944, which is a deep and won-
derful application of Elie Cartan’s formalism. The idea and tools in
[14] have a great generalization and continue to produce important
results till today.
In this paper, we give four different proofs of the Gauss-Bonnet-Chern
theorem on Riemannian manifolds, namely Chern’s simple intrinsic
proof, a topological proof, Mathai-Quillen’s Thom form proof and
McKean-Singer-Patodi’s heat equation proof. These proofs are related
with remarkable developments in differential geometry such as the
Chern-Weil theory, theory of characteristic classes, Mathai-Quillen’s
formalism and the Atiyah-Singer index theorem. It is through these
brilliant achievements the great importance and influence of Chern’s
insights and ideas are shown. Our purpose here is to use the Gauss-
Bonnet-Chern theorem as a guide to expose the reader to some ad-
vanced topics in modern differential geometry.
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In Memory of Professor S.S.
Chern (1911-2004)

The master does his job and then stops.

He understands that the universe is forever out of

control,

and that trying to dominate events goes against the

current of the Tao.

Because he believes in himself,

he doesn’t try to convince others.

Because he is content with himself,

he doesn’t need others’ approval.

Because he accepts himself,

the whole world accepts him.
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1 Introduction

1.1 Two Viewpoints of the Gauss-Bonnet Theorem

LetM be a closed oriented Riemannian surface andK its Gaussian curvature,
P : F → M a diffeomorphism of a polygon F onto a subset of M , αi the
exterior angles of the vertices of P (F ), and κg the geodesic curvature of the
positively oriented curve ∂P . The classical Gauss-Bonnet theorem says that
([19]): ∫

P

KdA+

∫

∂P

κgds +
∑

i

αi = 2π. (1)

Given a triangulation of M , it is then easy to deduce from (1) that
∫

M

KdA = χ(M), (2)
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where χ(M) denotes the Euler characteristic of M .
(1) and (2) respectively give the two viewpoints of the Gauss-Bonnet theorem
in history.
In fact, let P be a geodesic triangle, then (1) becomes

∫

P

KdA+
3∑

i=1

αi = 2π, (3)

so it reveals the relationship between the Gaussian curvature and the “an-
gular excess”, i.e., the sum of the interior angles of a geodesic triangle minus
the sum of the interior angles of a triangle in R2.
On the other hand, (2) gives the relatively modern viewpoint of the Gauss-
Bonnet theorem, which says that the most important topological invariant
of M , i.e., the Euler characteristic, is given by the so called “curvature in-
tegral”. For the fundamental role the Euler characteristic plays in topology
and geometry, I strongly recommend the reader to read [17].
Heinz Hopf proposed in the late 1920s the question of generalizing the Gauss-
Bonnet theorem (2) to all even dimensions. This problem was first solved by
Allendoerfer and Weil in 1943. In [4], they proved the following analogue of
(1) for all Riemannian manifolds:

(−1)dχ′(P ) =

∫

P

Ψ(z)dvolz +
∑

i

∫

∂Pi

∫

Γ (ζ)

Ψ(ζ, dξ|∂Pi)dvolζ , (4)

where

Ψ(z) = (2π)−
d
2

1

2d(d
2
)!g

·
∑

σ1,σ2∈Σd

sgn σ1 · sgn σ2Rσ1(1)σ1(2)σ2(1)σ2(2) · · · Rσ1(d−1)σ1(d)σ2(d−1)σ2(d), (5)

d = dimRM , Rijkl is the Riemann curvature tensor with respect to the metric
gij , g = det(gij). Σd denotes the set of all the permutations of {1, · · ·, d} and
sgn denotes the signature of a given permutation. dvol is the Riemannian
volume element, P is a differentiable Riemannian polyhedron, whose bound-
ary consists of Riemannian polyhedra ∂Pi, Γ (ζ) is a subset of the unit sphere
centering at ζ which generalizes the exterior angle of ∂Pi at ζ in the case of
a Riemannian surface, the term Ψ(ζ, dξ|∂Pi) is a measure of the curvature
of ∂Pi which generalizes the geodesic curvature of a curve on a Riemannian
surface, and χ′ is the interior Euler characteristic, which is the Euler charac-
teristic computed only on the interior faces of a triangulation.
Actually, (3) is the Gauss-Bonnet theorem for Riemannian manifolds with
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boundary. Using (3), they then deduced the Gauss-Bonnet theorem for Rie-
mannian manifolds without boundary as follows, which is a generalization of
(2): ∫

M

Ψ(z)dvolz = χ(M). (6)

However, the paper of Allendoerfer and Weil is very complicated and in-
volves equally complicated works of Allendoerfer ([3]), Fenchel ([21]) and
Weyl ([37]). Moreover, they used in their proof the local isometric embed-
ding of the Riemannian manifolds into the Eucildean spaces, which seems
unnatural for proving an intrinsic formula.
It was Chern who made the Gauss-Bonnet theorem (6) widely known. His
simple intrinsic proof in 1944 not only gave a beautiful and profound proof
of the Gauss-Bonnet theorem, but also enlightened the whole field of global
differential geometry. In his 6-page paper [14], he invented the technique
now called transgression, introduced curvature to topology, and showed the
importance and usefulness of the concept of a fiber bundle in differential ge-
ometry.
It is the aim of this expository paper to review Chern’s great paper [14] to-
gether with some other important developments on the Gauss-Bonnet-Chern
theorem. As an undergraduate student interested in differential geometry,
the author write this paper to learn, and also to dedicate it to the memory of
Professor S.S. Chern on the occasion of his 100th birthday. I sincerely hope
that he would like it.

1.2 Arrangement of This Paper

I have endeavored to write this article in a self-contained way, only assume
the reader know elementary analysis, geometry and topology. The reader
who don’t familiar with these materials may refer to [12], [26] and [30]. We
shall work with real coefficients unless otherwise mentioned.
For clarity, we state two basic topological facts in §2, namely the elementary
singularity theory of a unit vector field and the Poincaré-Hopf index theorem.
They will be used in Chern’s intrinsic proof in §3.
§3 is devoted to Chern’s paper [14]. However, we will briefly mention the
Chern-Weil theory at the end of this section since it is a natural generaliza-
tion of the Gauss-Bonnet-Chern theorem under the general framework of the
Cartan formalism and gives enough motivations for the topological approach
to the Gauss-Bonnet-Chern theorem which we will discuss in §4. A brief ac-
count of Cartan’s method of moving frames is given at the beginning of this
section since most of the text books on Riemannian geometry are written in
the language of tensor analysis.
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§4 contains two proofs of the Gauss-Bonnet-Chern theorem using the Euler
form and the Thom form respectively, in the spirit of the Chern-Weil the-
ory. The first proof is a new proof based on an explicit expression of the
Euler class by transition functions and generalizes the Gauss-Bonnet-Chern
theorem for a metric-compatible connection on oriented Riemannian vector
bundles. The second proof follows directly from Mathai and Quillen’s geo-
metric construction of the Thom form in [28]. We shall develop in detail the
topological backgrounds for understanding these proofs at the beginning of
§4.
In §5 we present an analytic approach to the Gauss-Bonnet-Chern theorem,
namely by using the heat equations. Although this proof is a little lengthy, it
is a powerful method in mordern differential geometry. We will construct the
parametrix and the heat kernel in full detail and the McKean-Singer conjec-
ture will be raised in a natural way. The proof will be completed by using a
classical tensor calculus method developed by Patodi in his phD thesis [32],
since this gives the most self-contained proof.
Although this paper contains no new result, several proofs are new and some
simplifications have been made to original papers. Noteworthy is our treat-
ment for the Euler class in §4.1, which is different from other standard ref-
erences, it simplifies our exposition in many places.

2 Topological Preliminaries

References for this section are [1], [12], [27] and [30].

2.1 Singularities of A Unit Vector Field

Let S be an oriented sphere bundle over a differentiable manifold M . Al-
though in general S does not admit a global section, a well-known result in
differential topology says that there may be a section s over the complement
of an isolated set I ⊂ M , i.e., s ∈ Γ(M \ I, S). The points in I are called
singularities of s.
Theorem 2.1.1. Let π : S → M be a (d − 1)-sphere bundle over a closed

manifold M of dimension d. Suppose that the structure group of S can

be reduced to the orthogonal group O(d,R), then there exists a smooth map

s :M → S such that s ∈ Γ(M \ I, S), where I is discrete.
Remarks

• Under the assumption of Theorem 2.1.1, the sphere bundle S is induced
by a vector bundle E. Suppose s′ ∈ Γ(M \ I, S), then we can set s = s′

on M \ I and s = 0 on I to produce an s ∈ Γ(M,E) with the zero set
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I. Thus Theorem 2.1.1 can be restated for vector bundles and zeros of
its sections.

• It follows from the basic facts of the obstruction theory that the as-
sumption “the structure group of S can be reduced to O(d,R)” can be
removed. See [36].

2.2 Poincaré-Hopf Index Theorem

The Poincaré-Hopf index theorem plays a pivotal role in Chern’s proof of
the Gauss-Bonnet theorem in [14], since it localizes the global topological
information of the manifold using the zeros of a vector field. To state this
theorem, we need some basic concepts which give analytic descriptions of the
zeros of a vector field.
Definition 2.2.1. Let f :M → N be a smooth map between two closed ori-
ented manifolds of dimension d. Then f defines a pullback on de Rham coho-
mology f ∗ : Hd

dR(N,R) → Hd
dR(M,R). Let ω be the generator of Hd

dR(N,R),
then the mapping degree of f is defined to be

∫
M
f ∗ω.

Suppose S is a sphere bundle over a closed oriented d-dimensional Rieman-

nian manifold M and s ∈ Γ
(
U \ {x}, S

)
. Suppose U is chosen small enough

so that U \ {x} ≃ Bd \ {0} and S|U\{x} ≃
(
U \ {x}

)
× Sd−1, where ≃ de-

notes the diffeomorphism and B
d ⊂ R

d is the standard Euclidean ball. Let
Br ⊂M denote the preimage of rBd under the trivialization ofM , then Br is
clearly oriented. Choose the orientation on Sd−1 such that the diffeomorhism
S|Br ≃ Br × Sd−1 is orientation preserving, where Br × Sd−1 is given the
product orientation.

Definition 2.2.2. The local degree of the section s ∈ Γ
(
U \ {x}, S

)
at x is

defined to be the mapping degree of the composition

∂Br
s−→ S|Br = Br × S

d−1 p−→ S
d−1, (7)

where p is the projection and Br is the closure of Br.
Definition 2.2.3. Let X be a vector field with discrete zeros on M , then
the index of X at a zero x ∈ I is defined to be the local degree at x of the
section X

‖X‖
∈ Γ(M \I, SM), where SM denotes the projective sphere bundle

relative to some Riemannian metric of M .
Denote by indX(x) the index of the vector field X at x, we state the Poincaré-
Hopf index theorem as follows:
Theorem 2.2.4. (Poincaré-Hopf) Let the set I be defined as above and

suppose it is chosen to be discrete. M is a closed oriented manifold and X
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is a vector field on M , then

χ(M) =
∑

xi∈I

indX(xi). (8)

Remarks

• An analytic proof of this theorem was obtained by Witten in his famous
paper [38], see also [41] for an exposition of his proof. An alternative
analytic proof based on the idea of [2] was found in [40].

• The Poincaré-Hopf index theorem is the simplest example of the local-
ization theorems which relate the characteristic numbers with zeros of
a vector field. The most famous example among these theorems is the
Bott residue formula [11]. However, it turns out that the Bott residue
formula holds even when the zero set of a vector field is not discrete,
this amazing extension was made in [5]. See also [10], [18] and [41] for
expositions of these results.

• An extension of this theorem will be made in §4.2 as a byproduct of
the generalized Gauss-Bonnet-Chern theorem, see (110).

3 A Simple Intrinsic Proof

3.1 Maurer-Cartan Equations

Here we recall briefly the method of moving frames and the corresponding
structure equations. Of course the standard references for these topics are
[13] and [19]. For a modern introduction to differential geometry via moving
frames, the reader may refer to [25] and [35].
We begin with the general case when π : P → M is a principal G-bundle
over a d-dimensional differentiable manifoldM . Let g denote the Lie algebra
of G, then it can be identified with the tangent space TeG, where e is the
unit element of G. Suppose {Uα} is an open cover ofM on which P is trivial,
then there exist diffeomorphsims ϕα : π−1(Uα) → Uα ×G such that

ϕα(y) =
(
π(y), pα(y)

)
, pα(g · y) = g · pα(y), ∀g ∈ G. (9)

The group formed by the transition functions {gαβ} of P can be identified
with a subgroup of G, then we have in G the relation

pα(y)gαβ = pβ(y). (10)
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Let Rg be the right translation h→ h · g, where g, h ∈ G, and Ad(g) be the
adjoint action in g defined by

expe

(
Ad(g)X

)
= g(expeX)g−1, g ∈ G,X ∈ g, (11)

we now introduce the concept of a Cartan connection.
Definition 3.1.1. Let π : P → M be a principal G-bundle, a Cartan

connection ∇P on P is given by a g-valued 1-form θα on every Uα such that

θα = (Rg−1
αβ
)∗Id(Tgαβ

G) + Ad(gαβ)θβ in Uα

⋂
Uβ , (12)

where Id(Tgαβ
G) denotes the identity endomorphism of Tgαβ

G. Note that
(Rg−1

αβ
)∗Id(Tgαβ

G) can be identified with a g-valued 1-form on Uα

⋂
Uβ .

Define Θα ∈ Γ(Uα,Λ
2T ∗M)⊗ g by

Θα = dθα − 1

2
[θα, θα], (13)

where [·, ·] denotes the Lie bracket for g-valued differential forms defined by

[X ⊗ ω, Y ⊗ θ] = [X, Y ]⊗ (ω ∧ θ), X, Y ∈ g, ω, θ ∈ Λ∗T ∗M. (14)

(13) is called the Maurer-Cartan equations and {θα} are called Maurer-

Cartan forms. {Θα} are by definition the curvature forms of the Cartan

geometry.
Now suppose the restriction P |Uα is a Lie group, then one easily obtains (c.f.
[20])

dθα =
1

2
[θα, θα]. (15)

This is the Maurer-Cartan equation for Lie groups. It shows that the cur-
vature forms of the Cartan geometry are complete local obstructions to P
being a Lie group. By (12), we deduce the local transition formulas

Θα = Ad(gαβ)Θβ in Uα

⋂
Uβ. (16)

Exterior differentiation of (13) gives the Bianchi identities

dΘα = [θα,Θα]. (17)

We now apply the above method to Riemannian geometry.
LetM be a Riemannian manifold with dimension d. In this case, the principal
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G-bundle P over M can be produced by moving an orthogonal frame over
M , i.e., G = O(d,R). It follows that

o(d,R) =
{
X ∈ gl(d,R) : 〈Xv,w〉+ 〈v,Xw〉 = 0 for all v, w ∈ R

d
}
, (18)

where
gl(d,R) = {X : Rd → R

d linear} (19)

denotes the Lie algebra of GL(d,R).

Therefore
{
gαβ(x)

}
can be identified with orthogonal matrices and (12) re-

duces to the matrix equation

θα = dgαβg
−1
αβ +Ad(gαβ)θβ . (20)

This shows that in this case, a connection ∇P on P is given by a d×d matrix
of 1-forms ω = (ω j

i ) on each Uα, where {Uα} is an open covering ofM which
trivializes P . We shall call ω the connection matrix of ∇P . By (18), we get
in addition that ω is skew-symmetric, i.e.:

ω
j
i + ω

i
j = 0. (21)

Using (14), we write the Maurer-Cartan equations in this case as

Ω j
i = dω

j
i − ω k

i ∧ ω j
k , (22)

where Ω j
i are entries of the corresponding curvature matrix Θ = (Ω j

i ). Here
and in the sequel, we shall adopt the Einstein summation convention.
(21) and (22) are known as the fundamental lemma of Riemannian geometry.
By (13) and (21), it follows that the curvature matrix is also skew-symmetric:

Ω j
i + Ω i

j = 0. (23)

Similarly, the Bianchi identities now becomes

dΩ j
i + ω

k
j ∧ Ω i

k − ω k
i ∧ Ω j

k = 0. (24)

This is the Riemannian geometry via moving frames.
Remarks

• When G = O(d,R),
{
pα(y)

}
in (9) can be identified with orthogonal

matrices. Denote by p1α(y) the matrix formed by the first row of pα(y),
then (10) restricts to the relation

p1α(y)gαβ = p1β(y). (25)
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It follows that we can construct a vector bundle E with
{
gαβ(x)

}
as

its transition functions. E is called the associated vector bundle of P
and P will be referred to as the orthogonal frame bundle of E.
Combine (20) and (25) to get

(dp1α + p1αθα)gαβ = dp1β + p1βθβ . (26)

From (26) it follows that every connection ∇P on the principal O(d,R)-
bundle P induces a connection ∇E on its associated vector bundle E,
and ∇E is uniquely determined by

∇Ep1α = dp1α + p1αθα. (27)

Moreover, by (21), ∇E must be metric compatible. This restriction on
∇E is essential for our proof of the Gauss-Bonnet-Chern theorem, as
we will see later.
It is a trivial fact that every metric connection ∇E on a vector bundle
E also induces uniquely a connection on its orthogonal frame bundle
P , therefore the equivalence between studying the metric connections
on a vector bundle and the method of moving frames has been showed.
More generally, forG = GL(d,C), every connection∇P on the principal
GL(d,C)-bundle P can be identified with a unique connection ∇E on
the associated Hermitian vector bundle E, here ∇E may not be metric
compatible.

• We now move the orthogonal frames in the tangent bundle TM and still
use ω = (ω j

i ) and Θ = (Ω j
i ) to denote the corresponding connection

and curvature matrices. As we have seen, this is equivalent to studying
a metric connection on TM . Now let {O, e1, · · ·, ed} be our local frames
and O be the position vector of O. The connection of ei ∈ Γ(Uα, TM)
is given by

dei = ω
j
i ej . (28)

Since O can be identified with a vector in the linear space span{e1, · ·
·, ed}, we can take its exterior differential

dO = ωiei, ω
i ∈ Γ(Uα, T

∗M). (29)

It is easy to verify that if

dωi = ωj ∧ ω i
j , (30)

then the connection ∇TM induced by ∇P , where P is the orthogonal
frame bundle of TM , is torsion free and is therefore the Levi-Civita

11



connection. We will see that the torsion freeness of∇TM is not required
in the proof of the Gauss-Bonnet-Chern theorem.
Now suppose that ∇TM is the Levi-Civita connection, let ω and Θ be
the corresponding connection and curvature matrices respectively. We
have the following simple relation between the curvature 2-forms and
the components of the Riemann curvature tensor:

Ω j
i = R

j
i kldω

k ∧ dωl. (31)

In fact, the deep relationship between differential forms and algebraic
topology makes the curvature forms more convenient than the curva-
ture tensor in global differential geometry, this is formalized in the
Chern-Weil theory in the late 1940s. Chern’s simple intrinsic proof of
the Gauss-Bonnet theorem is actually a perfect example of the Chern-
Weil theory which shows that the Euler class can be expressed by the
Pfaffian of the curvature forms. These remarks will be made rigorously
in §3.3.

3.2 Chern’s Original Proof

Chern’s proof is very beautiful and conceptual. We shall first sketch out
the basic steps of his proof and then carry out the details step by step. We
assume here thatM is a d-dimensional closed oriented Riemannian manifold,
here d is an even number.
Sketch of the Proof

• Let I be as in §2.1, take an S ∈ Γ(M \ I, SM), i.e., a unit vector field
with possibly isolated singularities. The existence of such a section is
guaranteed by Theorem 2.1.1. We shall identify S with S(M \ I).

• Extract small balls
⋃

xi∈I
B(xi) about these singularities, so S is well-

defined on M \⋃xi∈I
B(xi).

• Define the Gauss-Bonnet integrand Ω, i.e., an intrinsic d-form formed
by the curvature 2-forms. This is a generalization of the form KdA in
the surface case, see (1).

• Transgression. Use the projection π : SM → M to pull Ω back to
SM and establish the transgression formula π∗Ω = dΠ, where Π ∈
Γ(SM,Λd−1T ∗SM).

• Use π|S , which is the restriction of π : SM → M on S, to pull the
integral

∫
M\

⋃
xi∈I B(xi)

Ω back to S. Make the radii of B(xi) tend to

12



0, apply the Stokes theorem and the Poincaré-Hopf index theorem to
finish the proof.

The Gauss-Bonnet Integrand

Let σ ∈ Σd, we construct a differential form Ωα ∈ Γ(Uα,Λ
dT ∗M) for every α

as follows:

Ωα =
(−1)

d
2
+1

2dπ
d
2 (d

2
)!

∑

σ∈Σd

sgn σ · Ω σ(2)
σ(1) ∧ · · · ∧ Ω

σ(d)
σ(d−1) . (32)

Lemma 3.2.1. The form Ωα constructed above is intrinsic and global.
Proof. Let A = (aij) be an orthogonal transformation which changes {O, e1, ··
·, ed} to {O, e∗1, · · ·, e∗d} in Uα, then we have ei =

∑d
j=1 aije

∗
j . By (22) and

(28), one easily obtains

Ω j
i

∗
=

d∑

k=1

aikajlΩ
l

k , (33)

where Ω j
i

∗
are curvature forms defined by (22) with respect to the frame

{O, e∗1, · · ·e∗d}. Substitute (33) into (32), Ω remains invariant. This shows
that Ωα is intrinsic. By (16), Ωα = Ωβ on Uα

⋂
Uβ , therefore the Ωαs paste

together to define a global form Ω on M . �

Remark

By the above lemma, it follows immediate that

Ω = K(x)ω1 ∧ · · · ∧ ωd, K(x) ∈ C∞(M), (34)

whereK(x) is a scalar invariant of the Riemannian manifold which is the gen-
eralization of the Gaussian curvature in the surface case. Therefore Lemma
3.2.1 should be viewed as a generalization of Gauss’s Theorema Egregium in
high dimensions.
With these preliminaries we state our main theorem as follows:
Theorem 3.2.2. (Gauss-Bonnet-Chern) Let M be a closed oriented Rie-

mannian manifold with an even dimension d, Ω is defined as above. Then

the following formula holds

∫

M

Ω = χ(M). (35)

A Transgression Lemma

When a closed form on M is pulled back to a fiber bundle, it could happen
that it becomes an exact form, such a process is called transgression.
Let π : SM → M be the projective sphere bundle of M , then π∗Ω ∈

13



Γ(SM,ΛdT ∗SM).
Lemma 3.2.3. (Transgression) There exists a Π ∈ Γ(SM,Λd−1T ∗SM)
such that

π∗Ω = dΠ. (36)

Proof. Suppose v ∈ Γ(Uα, SM), then we have

π∗v = π∗(viei), ‖v‖ =

√√√√
d∑

i=1

v2i = 1. (37)

Apply exterior differentiation to π∗v, by (28) we get

dπ∗v = ηiπ∗ei, η
i = dπ∗vi + π∗(vjω i

j ). (38)

A dimensional consideration shows that the 1-forms {ηi} are not independent.
In fact, we can deduce from (38) the important relation

d∑

i=1

π∗viηi = 0. (39)

Take the exterior differential of ηi in (38) and use (22) to get

dηi = π∗(dvj ∧ ω i
j ) + π∗(vjdω i

j )

= π∗(dvj ∧ ω i
j ) + π∗

(
vj(Ω i

j + ω
k

j ∧ ω i
k )
)

= π∗(vjΩ i
j )− π∗(ηi ∧ ω j

i ). (40)

Following Chern, we construct the following two sets of differential forms

Φk =
∑

σ∈Σd

sgn σ · π∗vσ(1)ησ(2) ∧ · · · ∧ ησ(d−2k) ∧

π∗Ω
σ(d−2k+2)

σ(d−2k+1) ∧ · · · ∧ π∗Ω
σ(d)

σ(d−1) , (41)

Ψk =
∑

σ∈Σd

sgn σ · π∗Ω
σ(2)

σ(1) ∧ ησ(3) ∧ · · · ∧ ησ(d−2k) ∧

π∗Ω
σ(d−2k+2)

σ(d−2k+1) ∧ · · · ∧ π∗Ω
σ(d)

σ(d−1) , (42)

where 0 ≤ k ≤ d
2
− 1. By a similar argument as in the proof of Lemma 3.2.1,

it is easy to check that the differential forms Φk and Ψk are intrinsic and
therefore global by (20).
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The main step for proving this lemma is to establish the following recurrent
relation:

dΦk = Ψk−1 +
d− 2k + 1

2(k + 1)
Ψk, (43)

where Ψ−1 is defined to be 0.
Now suppose (43) has been proved, then we can solve Ψk in terms of dΦ0, · ·
·, dΦk:

Ψk =

d∑

m=0

(−1)m
2m+1(k + 1)!(d− 2k + 2m− 2)!

(k −m)!(d− 2k − 1)!
dΦk−m, (44)

In particular, we get

π∗Ω = (−1)
d
2
−1 1

2dπ
d
2 (d

2
)!
Ψ d

2
−1 = dΠ, (45)

where

Π = π
d
2

d
2
−1∑

m=0

(−1)m
(d
2
−m− 1)!

(d− 2m− 1)!2
d
2
+m−1

Φm. (46)

The proof is complete. �

Proof of (43)
Computation gives

dΦk =
∑

σ∈Σd

sgn σ · π∗dvσ(1) ∧ ησ(2) ∧ · · · ∧ ησ(d−2k) ∧

π∗Ω
σ(d−2k+2)

σ(d−2k+1) ∧ · · · ∧ π∗Ω
σ(d)

σ(d−1)

+(d− 2k + 1)
∑

σ∈Σd

sgn σ · π∗vσ(1)dησ(2) ∧ · · · ∧ ησ(d−2k) ∧

π∗Ω
σ(d−2k+2)

σ(d−2k+1) ∧ · · · ∧ π∗Ω
σ(d)

σ(d−1)

−k
∑

σ∈Σd

sgn σ · π∗vσ(1)ησ(2) ∧ · · · ∧ ησ(d−2k) ∧

π∗dΩ
σ(d−2k+2)

σ(d−2k+1) ∧ · · · ∧ π∗Ω
σ(d)

σ(d−1) . (47)

If we substitute dvi, dηi and dΩ j
i by their expressions in (38), (40) and (24),

the resulting expression for dΦk will then consist of two kinds of terms, those
involving π∗ω

j
i and those not. We collect the terms not involving π∗ω

j
i ,

which are

Ψk−1 + (d− 2k + 1)
∑

σ∈Σd

sgn · π∗(vσ(1)vjΩ
σ(2)
j ) ∧

ησ(3) ∧ · · · ∧ ησ(d−2k) ∧ π∗Ω
σ(d−2k+2)

σ(d−2k+1) ∧ · · · ∧ π∗Ω
σ(d)

σ(d−1) . (48)
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These expressions are clearly intrinsic and therefore global, actually it is easy
to see that they are just dΦks.
In fact, fix an O ∈ M , we can choose a frame {O, e1, · · ·, ed} at O so that
ω

j
i = 0. This is equivalent to using the Riemannian normal coordinates in

the tensor calculus context. Then it is obvious that (48) is equal to dΦk at
O. It follows immediately they are identical because they are intrinsic.
In order to prove (43), we use Ψk to simplify the second term in (48). To do
this, we make the following abbreviations

Ak =
∑

σ∈Σd

sgn σ · π∗
(
(vσ(1))2Ω

σ(2)
σ(1)

)
∧ ησ(3) ∧ · · · ∧ ησ(d−2k) ∧

π∗Ω
σ(d−2k+2)

σ(d−2k+1) ∧ · · · ∧ π∗Ω
σ(d)

σ(d−1) , (49)

Bk =
∑

σ∈Σd

sgn σ · π∗(vσ(1)vσ(3)Ω
σ(2)

σ(3) ) ∧ ησ(3) ∧ · · · ∧ ησ(d−2k) ∧

π∗Ω
σ(d−2k+2)

σ(d−2k+1) ∧ · · · ∧ π∗Ω
σ(d)

σ(d−1) , (50)

Ck =
∑

σ∈Σd

sgn σ · π∗
(
(vσ(3))2Ω

σ(2)
σ(1)

)
∧ ησ(3) ∧ · · · ∧ ησ(d−2k) ∧

π∗Ω
σ(d−2k+2)

σ(d−2k+1) ∧ · · · ∧ π∗Ω
σ(d)

σ(d−1) , (51)

therefore we can write

dΦk = Ψk−1 + (d− 2k − 1)
(
Ak + (d− 2k − 2)Bk

)
. (52)

By (37) we have

Ak =
∑

σ∈Σd

sgn σ · π∗

((
1−

d∑

i=2

(vσ(i))2
)
Ω

σ(2)
σ(1)

)
∧ ησ(3) ∧ · · · ∧ ησ(d−2k)

∧π∗Ω
σ(d−2k+2)

σ(d−2k+1) ∧ · · · ∧ π∗Ω
σ(d)

σ(d−1)

= Ψk −Ak − (d− 2k − 2)Ck − 2kAk. (53)

This gives the relation

Ψk = 2(k + 1)Ak + (d− 2k − 2)Ck. (54)

By (39), we have

Bk =
∑

σ∈Σd

sgn σ · π∗(vσ(1)Ω
σ(2)

σ(3) ) ∧ (−
d∑

i=1

π∗vσ(i)ησ(i)) ∧

ησ(4) ∧ · · · ∧ ησ(d−2k) ∧ π∗Ω
σ(d−2k+2)

σ(d−2k+1) ∧ · · · ∧ π∗Ω
σ(d)

σ(d−1)

= Ck − (2k + 1)Bk. (55)
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Substitute (54) and (55) into (52), we get (43). �

Proof of the Gauss-Bonnet-Chern Theorem

First note that S is a submanifold of SM , so we can use π|S to pull the
integral

∫
M\

⋃
xi∈I B(xi)

Ω back to S. By the transgression lemma and the

Stokes’ theorem, we have
∫

M

Ω =

∫

M\
⋃

xi∈I B(xi)

Ω+

∫
⋃

xi∈I B(xi)

Ω

=

∫

S

π|∗SΩ +

∫
⋃

xi∈I B(xi)

Ω

=

∫

S

dΠ|S +

∫
⋃

xi∈I B(xi)

Ω

=

∫

π|−1
S

(⋃
xi∈I ∂B(xi)

)Π+

∫
⋃

xi∈I B(xi)

Ω. (56)

As the radii of the balls B(xi) tend to 0, the first term on the right hand
side of (56) tends to χ(M)

∫
SMx

Π by the Poincaré-Hopf index theorem and
the second term vanishes, where SMx denotes the fiber of SM at x.
By (23), one easily calculates

∫

SMx

Π =
(d
2
)!π

d
2

d!2
d
2
−1

∫

SMx

Φ0 = 1. (57)

This completes the proof. �

Remarks

• In Chern’s original proof, he assumed that ∇TM is the Levi-Civita
connection. However, it is clear from the proof above that the Gauss-
Bonnet-Chern theorem holds as long as ∇TM is metric compatible.

• Chern’s method of transgression can be modified to generalize the
Gauss-Bonnet-Chern theorem to odd dimensions, although the formula
in this case is somewhat trivial and not of much interest. This is done
by Chern himself in [15]. In fact, define

Π̃ =
(−1)d

2dπ
1
2
(d−1)

[ 1
2
(d−1)]∑

k=0

(−1)k
1

k!Γ
(

1
2
(d− 2k + 1)

)Φ̃k, (58)

where

Φ̃k =
∑

σ∈Σd

sgn σ · π∗Ω
σ(2)

σ(1) ∧ · · · ∧ π∗Ω
σ(2k)

σ(2k−1) ∧

π∗ω
σ(d)

σ(2k+1) ∧ · · · ∧ π∗Ω
σ(d)

σ(d−1) . (59)
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Chern showed that dΠ̃ = π∗Ω̃, where

Ω̃ =

{
Ω d even,
0 d odd.

(60)

Therefore, the Gauss-Bonnet-Chern theorem for every closed oriented
Riemannian manifold is given by

∫

M

Ω̃ =

{
χ(M) d even,
0 d odd.

(61)

Since χ(M) = 0 if M is a closed manifold with an odd dimension,

we actually have
∫
M
Ω̃ = χ(M) for every closed oriented Riemannian

manifold M .
With the forms Π̃ and Ω̃, Chern obtained intrinsically in [15] the
Allendoerfer-Weil formula (c.f. (4)) for a differentiable Riemannian
polyhedra P . Since ∂P is a submanifold of M , let π̃ : PN∂P

⋂
SM →

∂P be the bundle of inner unit normal vectors over ∂P , where PN∂P is
the projectivized normal bundle, i.e., the quotient bundle of the normal

bundle N∂P over ∂P which treats
{
(x, λy) : x ∈ ∂P, y ∈ N∂P, λ ∈ R

}

as a single point. Under these conventions the Allendoerfer-Weil for-
mula is given by

∫

P

Ω̃ =

∫

∂P

(π̃−1)∗Π̃|PN∂P
⋂

SM − χ′(M). (62)

3.3 Chern-Weil Theory

After his excellent work on the Gauss-Bonnet theorem, Chern realized the
possibility of expressing certain topological invariants by combinations of
curvature forms. This leads to his fundamental paper [16] introducing the
Chern classes

det
(
I +

√
−1

2π
Θ(∇E)

)
= 1 + c1

(
Θ(∇E)

)
+ · · ·+ cr

(
Θ(∇E)

)
, (63)

where I is the identity matrix, E is a Hermitian vector bundle of rank r over
a differentiable manifoldM , and Θ(∇E) is the curvature matrix with respect
to a connection ∇E on E.
Chern showed in [16] that the differential forms ci

(
Θ(∇E)

)
, 1 ≤ i ≤ r are

actually independent of ∇E and determine cohomology classes

[
ci

(
Θ(∇E)

)]

in the de Rham cohomology groups. More precisely,
[
ci

(
Θ(∇E)

)]
∈ H2i

dR(M,C), 1 ≤ i ≤ r. (64)
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This example, together with the top form Ω defined by (32) in the proof of
the Gauss-Bonnet-Chern theorem, give important examples of the Chern-
Weil theory, which is a theory aimed at representing characteristic classes of
some principal bundle over a manifold by geometrically significant objects.
The above two examples due to Chern are unified in the Chern-Weil homo-
morphism, which is the main result of the Chern-Weil theory. To state this
theorem, we need some preliminaries in multilinear algebra.
Let K = R or C. G is a real or complex Lie group and g its Lie algebra.
We introduce a function ν : g × · · · × g → K satisfying the following two
properties:

• ν is k-linear and

ν(Xσ(1), · · ·, Xσ(k)) = ν(X1, · · ·, Xk), σ ∈ Σk, (65)

•
ν
(
Ad(g)X1, · · ·,Ad(g)Xk

)
= ν(X1, · · ·, Xk), g ∈ g. (66)

It is a well-known fact that every such ν can be identified with a homogeneous
polynomial of degree k defined by ν(X) = ν(X, · · ·, X), X ∈ g. We will call
ν(X) an invariant polynomial. It is clear that all the invariant polynomials
form a ring, which we will denote by I(G). Note that the action of a ν ∈ I(G)
can be extended to g-valued differential forms in the following manner:

ν(ζ i ⊗ Yi) = ζ i ⊗ ν(Yi), ζ
i ∈ Λ∗T ∗M,Yi ∈ g. (67)

Theorem 3.3.1. (Chern-Weil Homomorphsim) For a d-dimensional

differentiable manifold M , let ∇P be a Cartan connection on a principal G-

bundle π : P → M , then ∇P is given by a set of g-valued 1-forms
{
θα(∇P )

}
,

let
{
Θα(∇P )

}
be the corresponding curvature 2-forms. ν ∈ I(G). Then

ν
(
Θα(∇P )

)
is intrinsic and thus global by (16), we have

• ν
(
π∗Θα(∇P )

)
is a coboundary in P , i.e., there is a ξ ∈ Γ(P,Λd−1T ∗M)

such that ν
(
π∗Θα(∇P )

)
= dξ on P . This is a generalization of the

transgression lemma 3.2.3 proved above.

• ν
(
Θα(∇P )

)
is closed in M , and

[
ν
(
Θα(∇P )

)]
∈ H2k

dR(M,K) is inde-

pendent of ∇P , therefore this defines a ring homomorphsim

W : I(G) → H∗
dR(M,K) (68)
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by taking ν to

[
ν
(
Θα(∇P )

)]
. W is called the Chern-Weil homomor-

phism.

For a proof of this theorem and a neat and profound introduction to the
theory of characteristic classes, we refer the reader to the appendix: Geometry

of Characteristic Classes of [18]. See also [31] for a topological approach to
characteristic classes.
We now use this theorem to give another interpretation of the Gauss-Bonnet-
Chern theorem. This interpretation leads naturally to the topological proofs
in the next section.
Definition 3.3.2. Let A = (aij) be a d× d skew-symmetric matrix, d even,
then the Pfaffian of A is defined by

Pf(A) =
1

2
d
2 (d

2
)!

∑

σ∈Σd

(
sgn σ ·

d
2∏

i=1

aσ(2i−1)σ(2i)

)
. (69)

One is able to verify the following important relation:

Pf(A)2 = det(A). (70)

Using this notation, we can write the Gauss-Bonnet integrand as

Ω = (
−1

2π
)
d
2Pf
(
Θ(∇TM)

)
, (71)

where ∇TM denotes a metric connection on TM . Since Pf ∈ I
(
O(d,R)

)
,

by the Chern-Weil homomorphsim,

[
Pf
(
Θ(∇TM)

)]
∈ Hd

dR(M,R) is inde-

pendent of the metric connection ∇TM we choose, so we can simply write
Ω = (−1

2π
)
d
2Pf(ΘTM).

The d-form (−1
2π
)
d
2Pf(ΘTM) is usually called the geometric Euler class. Then

the Gauss-Bonnet-Chern theorem asserts that the integration of the geomet-

ric Euler class on a closed oriented Riemannian manifold gives the Euler

characteristic.

4 Topological Proofs

4.1 Thom Class and Euler Class

To make our exposition self-contained, we shall provide here a brief introduc-
tion to the topological backgrounds which will be assumed in our following
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proofs. Our main object in this subsection is to prove the following simple
but important result:
Proposition 4.1.1. The pullback of the Thom class of an even dimensional

oriented vector bundle via the zero section to the base manifold is the Euler

class.
We present here a new approach to the Euler class inspired by [12] and [27],
as we shall see, this approach is very convenient for our purpose and doesn’t
seem to be too formal to hide the geometric motivation. Compare our expo-
sition here with [1], [12], [24], [27] and [31].
Thom Class

As we know, there are two basic topological invariants for a manifold M ,
namely the de Rham cohomology H∗

dR(M,R) and the compactly supported
cohomology H∗

c (M,R). For a vector bundle π : E →M , there is a third one,
namely the cohomology with compact support in the vertical direction, we
use Ωk

cv(E) to denote the corresponding complex.
Definition 4.1.2. A smooth k-form ω ∈ Ωk

cv(E) if and only if for every
compact set K ⊂ M , π−1(K)

⋂
Supp ω is compact. The cohomology of the

complex Ω∗
cv(E), denoted by H∗

cv(E,R), is called the cohomology of E with

compact support in the vertical direction.
Just as the Poincaré duality which gives the relation between H∗

dR(M,R) and
H∗

c (M,R), the Thom isomorphism relates H∗
cv(E,R) with H

∗
dR(M,R).

Theorem 4.1.3. (Thom Isomorphism) Let E be an oriented vector bun-

dle over a manifold M with rank n, then

H∗
cv(E,R)

∼= H∗−n
dR (M,R). (72)

The proof is based on the generalized Mayer-Vietoris argument and the
Poincaré lemma for compactly supported cohomology, details can be found
in [1], [12] and [27].
By this theorem 1 ∈ H0

dR(M,R) determines a cohomology class t(E) ∈
Hn

cv(E,R), we call t(E) the Thom class of the oriented vector bundle E.
There is a simple characterization of the Thom class:
Proposition 4.1.4. The Thom class t(E) on a rank n oriented vector bun-

dle E can be uniquely characterized as the cohomology class in Hn
cv(E,R)

which restricts to the generator of Hn
c (Ex,R) for every x ∈M .

Proof. By Definition 4.1.4, Supp t(E)|Ex is compact. Since the pushforward
π∗ is given by integration along the fiber and π∗t(E) = 1, we see that t(E)|Ex

is a generator of Hn
c (Ex,R).

Conversely if t′(E) ∈ Hn
cv(E,R) restricts to a generator of Hn

c (Ex,R) on each
fiber, then one verifies directly the so-called projection formula:

π∗

(
(π∗ω) ∧ t′(E)

)
= ω ∧ π∗t′(E) = ω. (73)
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Since it is another simple verification that the map T : ω → (π∗ω) ∧ t′(E)
defines the Thom isomorphism, it follows that t′(E) = T(1) defines the Thom
class. �

Corollary 4.1.5. Suppose E1 is an orientable vector bundle over M with

rank n and f : N → M is C∞. Let E2 be a vector bundle over N such that

the following diagram

E2
f̃−−−→ E1yπ̃

yπ

N
f−−−→ M

is commutative, then E2 must be orientable. We have f̃ ∗t(E1) = t(E2).
Proof. It is clear that f̃ ∗t(E1) ∈ Hn

cv(E2). By the commutativity of the
diagram,

π̃∗f̃
∗t(E1) = f ∗π∗t(E1) = f ∗1 = 1. (74)

By Proposition 4.1.4, the proof is complete. �

Euler Class

We begin with the simplest case when E is an oriented Riemannian plane
bundle and {Uα} is a coordinate open cover ofM . Then the local coordinates
in E|Uα can be written as π∗x1, · · ·, π∗xn, rα, ϑα, where x1, · · ·, xn is the local
coordinates on Uα and every fiber of E is endowed with the polar coordinates.
Since the structure group of E can be reduced to SO(2), we may assume that
on Uα

⋂
Uβ, rα = rβ while ϑα and ϑβ differ by a rotation. Define ϕαβ , up to

a constant multiple of 2π, as the angle of rotation in the counterclockwise
direction from the α-coordinate system to the β-coordinate system:

ϑβ = ϑα + π∗ϕαβ, ϕαβ : Uα

⋂
Uβ → R. (75)

By the definition of ϕαβ, we have the simple relation

ϕαβ + ϕβγ + ϕαγ ∈ 2πZ, (76)

it follows immediately that dϕαβ satisfies the cocycle condition

dϕαβ + dϕβγ + dϕαγ = 0. (77)

Let {ργ} be a partition of unity subordinate to {Uγ}, and define ξα =
1
2π

∑
γ ργdϕαγ. By (77) we have

1

2π
dϕαβ = ξβ − ξα. (78)
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(78) shows that dξα agrees with dξβ on Uα

⋂
Uβ , hence dξα piece together

to give a global 2-form eE(x) on M . Since eE(x) is closed, it determines a
cohomology class e(E) in H2

dR(M,R), which is by definition the Euler class

of the oriented plane bundle E. It is obvious that e(E) does not depend on
the choice of ξα.
A primary reason for considering the plane bundle case is that the Euler
class can be expressed explicitly by transition funcitons in this case. This
makes it easier for us to obtain the basic properties of the Euler class in the
plane bundle case. In fact, let gαβ : Uα

⋂
Uβ → SO(2) denote the transition

functions of E, then by the identification
(

cosϑ − sinϑ
sinϑ cosϑ

)
→ eiϑ, (79)

gαβ may be thought of as complex-values functions. In this context, we can
write

− π∗ϕαβ = ϑα − ϑβ = −iπ∗ log gαβ . (80)

By the injectivity of π∗ we get

ϕαβ = −i log gαβ. (81)

By (81) and the definition of ξα,

ξα = − 1

2πi

∑

γ

ργd log gγα. (82)

Apply exterior differentiation to ξα, we finally get

eE(x) = − 1

2πi

∑

γ

d(ργd log gγα) on Uα. (83)

Identify M with the image of the zero section of E. By (75) and (78), we
have on (E \M)|Uα

⋂
Uβ

dϑα

2π
− π∗ξα =

dϑβ

2π
− π∗ξβ. (84)

These forms then piece together to give a global 1-form ψE(y) on E \M .
One verifies easily that

dψE(y) = −π∗eE(x). (85)

Let ρ(r) ∈ C∞
0 (R+

⋃
{0}) be a function which is identically −1 near r = 0.

Define

t(E) =

[
d
(
ρ(r) · ψE(y)

)]
. (86)

An easy verification shows that t(E) satisfies the following properties
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• t(E) ⊂ Ω2
cv(E);

• π∗ι
∗
xt(E) = 1, where ιx : Ex → E is the inclusion;

• t(E) ∈ Hn
cv(E,R) is independent of the choice of ρ(r).

By Proposition 4.1.4, we conclude that t(E) = t(E). Let s0 :M → E be the
zero section of E, we have

s∗0t(E) =

[
d
(
ρ(0)

)
· s∗0ψE(y)− ρ(0)s∗0π

∗eE(x)

]
= e(E). (87)

Therefore we have proved Proposition 4.1.1 in the plane bundle case.
We now use the following result to extend the definition of the Euler class to
an arbitrary even-dimensional oriented vector bundle E.
Theorem 4.1.6. (Splitting Principle for Real Vector Bundles) Let

E be an oriented vector bundle over a manifold M with rank 2n. Then there

is a manifold N and a map J : N →M such that

• the homomorphism J ∗ : H∗
dR(M,R) → H∗

dR(N,R) is injective;

• J ∗E is a direct sum of orientable plane bundles : J ∗E =
⊕n

i=1Pi.

A proof of this theorem can be found in [27] and [34], see also [6] for a general
version of the real splitting principle.
Definition 4.1.7. Let E be a 2n-dimensional oriented vector bundle over a
manifold M , the Euler class e(E) is defined by the following formula

J ∗e(E) = e(P1)⌣ · · ·⌣ e(Pn), (88)

where ⌣ denotes the cup product.
This Euler class shall sometimes be referred to as the topological Euler class

to distinguish it from the geometric Euler class defined in §3.3 since it is
defined in a topological way.
Remark

By now it is not clear whether the Euler class in the above definition is well-
defined, especially the existence of e(E) in (88) needs to be proved. However,
we will show in the following proposition that s∗0t(E) satisfies (88). Combined
with (87), it is easy to see that this will establish Proposition 4.1.1 and the
existence of e(E) simultaneously. Note that the injectivity of J ∗ assures the
uniqueness of e(E) as long as it exists.
Proposition 4.1.8.

J ∗(s∗0t)(E) = (s∗0t)(J ∗E). (89)
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Proof. We have the following commutative diagram

J ∗E
J̃−−−→ Eyπ̃

yπ

N
J−−−→ M.

Let s0 and s̃0 be the zero sections of E and J ∗E respectively, then we have
J̃ ◦ s̃0 = s0 ◦ J . By Corollary 4.1.5, the proof is complete. �

Euler Number and Euler Characteristic

Let E be a rank 2n oriented vector bundle overM . SinceH2n
dR(M,R) = R, the

Euler class may be identified with the number
∫
M
e(E), which is by definition

the Euler number of E. The following result shows that the concept of the
Euler number is a generalization of the Euler characteristic.
Proposition 4.1.9. Suppose M is closed and oriented and dimRM = d, d

even. Then ∫

M

e(TM) = χ(M). (90)

Proof. Let {ωi} be a basis of the vector space H∗
dR(M,R), {τj} be the dual

basis under the Poincaré duality. Let ρ1 and ρ2 be two projections from
M ×M onto M . By the Künneth formula, H∗

dR(M ×M,R) = H∗
dR(M,R)⊗

H∗
dR(M,R), it follows that {ρ∗1ωi ∧ ρ∗2τj} forms a basis of H∗

dR(M ×M,R).
Suppose ηN is the Poincaré dual of the diagonal N ∈ M ×M , then we can
write

ηN = cijρ∗1ωi ∧ ρ∗2τj , cij ∈ R. (91)

Lemma 4.1.10.
ηN = (−1)deg ωiρ∗1ωi ∧ ρ∗2τi. (92)

Proof of Lemma 4.1.10
We compute

∫
N
ρ∗1τk ∧ ρ∗2ωl in two ways. On one hand, use the map ι :M →

N ⊂M ×M to pull this integral back to M , we get
∫

N

ρ∗1τk ∧ ρ∗2ωl =

∫

M

ι∗ρ∗1τk ∧ ι∗ρ∗2ωl =

∫

M

τk ∧ ωl = (−1)deg τk·deg ωlδkl. (93)

On the other hand, by the definition of the Poincaré dual, we compute
∫

N

ρ∗1τk ∧ ρ∗2ωl =

∫

M×M

ρ∗1τk ∧ ρ∗2ωl ∧ ηN

= cij
∫

M×M

ρ∗1τk ∧ ρ∗2ωl ∧ ρ∗1ωi ∧ ρ∗2τj

= (−1)deg ωi(deg τk+deg ωl)cij
∫

M×M

ρ∗1(ωi ∧ τk)ρ∗2(ωl ∧ τj)

= (−1)deg ωk(deg τk+deg ωl)ckl. (94)
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Compare (93) with (94), the proof is complete. �

A straightforward verification shows the following diagram commutes:

0 −−−→ TN −−−→ T
(
(M ×M)|N

)
−−−→ NN −−−→ 0

∥∥∥
∥∥∥

0 −−−→ TM −−−→ TM ⊕ TM −−−→ TM −−−→ 0,

it then follows that
NN ∼= TM ∼= TN. (95)

It is a well-known fact that the Poincaré dual of a closed oriented submanifold
N is represented by the Thom class of a tubular neighborhood (which is
isomorphic to the normal bundle) of N (see [12] for detail). Use this we
calculate

∫

N

ηN =

∫

N

t(NN) =

∫

N

e(NN) =

∫

N

e(TN) =

∫

M

e(TM), (96)

where Proposition 4.1.1 and (95) have been used during the calculation.
On the other hand, by Lemma 4.1.10,

∫

N

ηN = (−1)deg ωi

∫

N

ρ∗1ωi ∧ ρ∗2τi

= (−1)deg ωi

∫

M

ι∗ρ∗1ωi ∧ ι∗ρ∗2τi

= (−1)deg ωi

∫

M

ωi ∧ τi

=
d∑

j=0

(−1)j dimH
j
dR(M,R)

= χ(M). (97)

Combine (96) and (97), we get (90). �

4.2 A Generalized Gauss-Bonnet-Chern Theorem

It is clear from our interpretation of the Gauss-Bonnet-Chern theorem at
the end of §3.3 and Proposition 4.1.9 that to prove the Gauss-Bonnet-Chern
theorem, we only need to show the geometric Euler class and the topological

Euler class of TM coincide, i.e.,
[
(−1
2π
)
d
2Pf(ΘTM)

]
= e(TM).
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It is an observation made by Denis Bell in [7] that it is essentially not more
difficult to prove the general fact:

[
(
−1

2π
)
d
2Pf(ΘE)

]
= e(E), (98)

where E is an oriented Riemannian vector bundle of an even rank d and ΘE is
its curvature matrix induced by a metric connection ∇E. By the Chern-Weil

homomorphism,
[
Pf(ΘE)

]
is independent of the ∇E we choose. Evidently,

(98) generalizes the Gauss-Bonnet-Chern theorem.
Lemma 4.2.1. Suppose E is a Riemannian vector bundle over a manifold

M , then (−1
2π
)
d
2Pf(ΘE) satisfies the following two properties :

• When E = E1 ⊕ · · · ⊕ En, then

(
−1

2π
)
d
2Pf(ΘE) = (

−1

2π
)
d1
2 Pf(ΘE1) ∧ · · · ∧ (

−1

2π
)
dn
2 Pf(ΘEn), (99)

where di = rank Ei and d =
∑n

i=1 di.

• Let f : N →M be a C∞ map between two manifolds, then

(
−1

2π
)
d
2Pf(Θf∗E) = f ∗

(
(
−1

2π
)
d
2Pf(ΘE)

)
. (100)

Proof. Without loss of generality we can assume n = 2. Suppose θ(∇E1) and
θ(∇E2) are connection matrices for E1 and E2 respectively, then it is clear
that

θ(∇E) =

(
θ(∇E1) 0
0 θ(∇E2)

)
(101)

defines a connection matrix for E1⊕E2. Moreover, if θ(∇E1) and θ(∇E2) are
skew-symmetric, so is θ(∇E).
Therefore the corresponding curvature matrix for E1 ⊕E2 is given by

ΘE =

(
dθ(∇E1)− θ(∇E1) ∧ θ(∇E1) 0

0 dθ(∇E2)− θ(∇E2) ∧ θ(∇E2)

)

=

(
ΘE1 0
0 ΘE2

)
. (102)

By Definition 3.3.2, this gives

(
−1

2π
)
d
2Pf(ΘE) = (

−1

2π
)
d1
2 Pf(ΘE1) ∧ (

−1

2π
)
d2
2 Pf(ΘE2). (103)
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Since it is obvious that the pullback of a skew-symmetric connection matrix
is still a skew-symmetric connection matrix on the pullback vector bundle,
(100) holds trivially. �

By this lemma, in order to prove (98), we only need to establish (98) in the
plane bundle case. The general case then follows from Definition 4.1.7 and
the above lemma. Therefore, the generalized Gauss-Bonnet-Chern theorem
reduces to the following proposition:
Proposition 4.2.2. Suppose π : P → M is an oriented Riemannian plane

bundle, then
[
− 1

2π
Pf(ΘP)

]
= e(P).

Proof. First note that in this case, Pf(ΘP) is given by d(θα)
2

1 on Uα, where
(θα)

2
1 is the connection 1-form for an arbitrary metric connection on P. This

fact is familiar to us when the connection ∇P is the Levi-Civita connection
on TM , where M is a Riemannian surface (cf. [19]). In the general case it
can be easily verified by a direct computation.
The proof will be finished as long as we can show (83) and − 1

2π
d(θα)

2
1 defines

the same cohomology class in H2
dR(M,R) for some metric connection ∇P .

Since P is oriented, we have gαβ ∈ SO(2). By identifying SO(2) with S1, we
can write gαβ = eiϕαβ for some ϕαβ ∈ (0, 2π]. By (81), it is evident that this
ϕαβ is identical to that defined in (75). We then substitute gγα by eiϕγα in
(83), this gives

e(P)|Uα =
[
− 1

2πi

∑

γ

d(ργd log gγα)
]

=
[
− 1

2πi

∑

γ

d(ργg
−1
γαdgγα)

]

=
[
− 1

2π

∑

γ

d(ργdϕγα)
]
. (104)

We now associate to each fiber of P an orthogonal frame {O, rα, r⊥α} such
that {π∗O, π∗rα, π

∗r⊥α} forms the Cartesian coordinate system of the fiber
and ‖π∗rα‖ = ‖π∗r⊥α‖ = 1 (identify the tautological sections with vectors in
P). This is equivalent to considering the special orthogonal frame bundle F
of P. By (28), the connection 1-forms of F are given by

drα = (θα)
2

1 r⊥α . (105)

On the other hand, by (75) we have

dπ∗rα =
(
π∗dϕγα + π∗(θγ)

2
1

)
π∗r⊥α . (106)
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By (105) and the injectivity of π∗, we have on Uα

⋂
Uγ:

(θα)
2

1 = dϕγα + (θγ)
2

1 . (107)

Substitute (107) into (104), we get

e(P)|Uα =

[
− 1

2π

∑

γ

d

(
ργ

(
(θα)

2
1 − (θγ)

2
1

))]

=
[
− 1

2π
d
∑

γ

ργ(θα)
2

1 +
1

2π
d
∑

γ

ργ(θγ)
2

1

]

=
[
− 1

2π
d(θα)

2
1 +

1

2π
d
∑

γ

ργ(θγ)
2

1

]

=
[
− 1

2π
d(θα)

2
1

]
. (108)

The last step in the above computation is because 1
2π
d
∑

γ ργ(θγ)
2

1 defines
an exact 2-form onM , and therefore a coboundary in the de Rham complex.

This proves that e(P) =
[
− 1

2π
Pf(ΘP)

]
∈ H2

dR(M,R). �

In particular, we have the following version of the Gauss-Bonnet-Chern the-
orem:
Theorem 4.2.3. (Generalized Gauss-Bonnet-Chern Theorem) Sup-

pose E is a rank d oriented Riemannian vector bundle over a d-dimensional

closed oriented manifold M , d even. Then we have the following formula:

(
−1

2π
)
d
2

∫

M

Pf(ΘE) =

∫

M

e(E). (109)

Remarks

• Such a theorem was first appeared in [29] as a consequence of the
representation of the Pontrjagin classes by curvature forms. However,
since they didn’t make use of the real splitting principle, they restrict
themselves to the case when E is a direct sum of plane bundles. When
E = TM , a topological proof based on the relation between the Euler
class and the first Chern class can be found in [27]. The above version
of the Gauss-Bonnet-Chern theorem was first proved in [7], the idea is
to construct the Thom class of P geometrically. Our new proof above is
a direct approach, which I believe is the simplest proof for this theorem.

• Note that our approach to proving the Gauss-Bonnet-Chern theorem
actually shows the equivalence between the classical Gauss-Bonnet the-
orem on surfaces (2) and the Gauss-Bonnet-Chern theorem for all even
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dimensions (35). However, this does not diminish the importance of
Chern’s work [14] since we may never come to realize this equivalence
without his contributions to the whole subject.

Theorem 4.2.3 enables us to generalize the classical Poincaré-Hopf index
theorem as follows:
Theorem 4.2.4. (Generalized Poincaré-Hopf Index Theorem) Let

E be an oriented rank d vector bundle over a closed oriented d-dimensional

manifold M , d even. S is the sphere bundle of E. S ∈ Γ(M \ I, S), where I
is chosen to be isolated. Denote by locdegS(x) the local degree of S at x ∈ I,
then the following formula holds :

∑

xi∈I

locdegS(xi) =

∫

M

e(E). (110)

Proof. It is an easy observation that every step before (56) in Chern’s proof
in §3.2 can actually be carried out on an arbitrary Riemannian vector bundle
E of rank d. Endow E with a Riemannian structure, by applying Chern’s
approach to E instead of TM , we get

(
−1

2π
)
d
2

∫

M

Pf(ΘE) =

∫

π|−1
S

(⋃
xi∈I ∂B(xi)

)ΠS + (
−1

2π
)
d
2

∫
⋃

xi∈I B(xi)

Pf(ΘE),

(111)
where ΠS is the corresponding (d− 1)-form constructed on π : S → M such

that (−1
2π
)
d
2π∗Pf(ΘE) = dΠS.

Now let the radii of B(xi) tend to 0, apply Theorem 4.2.3 to deduce (110).
�

Remark

For a different proof of this theorem, see [12]. Such a theorem actually holds
for every oriented sphere bundle with fiber Sd−1.

4.3 Berezin Integral and A Model of Construction

The reason for passing to the Thom class to carry out the required geomet-
ric construction lies in Proposition 4.1.4, i.e., since the Thom class is easily
characterized by its properties restricted on each fiber, we may hope that our
construction would be completed by some suitable modifications on a rela-
tively trivial construction for a single fiber. This is actually what we plan to
do in the following text.
As a preparation for the Thom form proof in the next subsection, we intro-
duce here the concept of a Berezin integral, which will be used as a technical
tool in our geometric construction of Mathai-Quillen’s Thom form. As an

30



application of such a tool, we will use the Berezin integral to construct the
Thom form for the vector bundle over a point, this is a model of the general
case and provides enough motivation for the general construction. We follow
from [10], [39] and [41].
Definition 4.3.1. Let V be a real vector space. A nonzero linear map
B : Λ∗V → R which vanishes on ΛkV for k < dimR V is called a Berezin

integral, by Λ∗V we mean the exterior algebra of V .
To understand this definition, we restrict ourselves to the simplest case when
V is an oriented Euclidean space with basis {e1, · · ·, en}. Then there is a
canonical Berezin integral given by projecting ω ∈ Λ∗V onto e1 ∧ · · · ∧ en,
i.e.,

B(eI) =

{
1 |I| = n,

0 otherwise,
(112)

where I denotes the multi-index I = {ik|1 ≤ k ≤ n, i1 < · · · < in}. It follows
from the above definition that B(ω) 6= 0 if and only if the component of
degree n of ω ∈ Λ∗V is not 0.
Since the identity map Id : V → V can be identified with an element of
Γ(V,Λ0V ∗ ⊗ V ), we can take its exterior differential dx ∈ Γ(V,Λ1V ∗ ⊗ V ).
Then the exponential e−idx lies in Γ(V,Λ∗V ∗⊗Λ∗V ). We extend the Berezin
integral to a map B : Γ(V,Λ∗V ∗ ⊗ Λ∗V ) → Γ(V,Λ∗V ∗) by

B(ω ⊗ ξ) = ωB(ξ), ω ∈ Γ(V,Λ∗V ∗), ξ ∈ Λ∗V. (113)

Consider V as a vector bundle over a point, by Proposition 4.1.4, a Thom
form tV (x) ∈ t(V ) is a compactly supported n-form on V with

∫
V
tV (x) = 1.

Set
uV (x) = (2π)−

n
2 e−

1
2
‖x‖2dx1 ∧ · · · ∧ dxn. (114)

Then it is easy to verify that
∫

V

uV (x) = 1, (115)

which means uV (x) is a Thom form on V except that uV (x) is of exponential
decay instead of having a compact support, we will show how to remedy
this flaw in the next subsection. We now interpret uV (x) using the Berezin
integral.
Proposition 4.3.2.

uV (x) = ε(n)(2π)−
n
2B(e−

‖x‖2

2
−idx), (116)

where

ε(n) =

{
1 n even,
i n odd.

(117)
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Proof. Let {ek} be the dual basis of dxk, we have

B(e−idx) = B
( n∏

k=1

(1− idxk ⊗ ek)
)

= (−i)nB
(
(dx1 ⊗ e1) ∧ · · · ∧ (dxn ⊗ en)

)

= (−i)n(−1)
n(n−1)

2 dx1 ∧ · · · ∧ dxn. (118)

This proves the proposition. �

Remark

One can imagine how to modify (116) when the vector space V is replaced
by an oriented Riemannian vector bundle p : V → M . Since a metric
connection ∇V generalizes the exterior differential, we may replace dx by
∇Vx ∈ Γ(V,Λ1T ∗V ⊗ p∗V), where p∗V is a vector bundle over V and x is
treated as the tautological section of p∗V. However, since ∇V may not be
flat, it seems that some further modifications on uV will be needed.

4.4 Mathai-Quillen’s Thom Form

Suppose E is an oriented Riemannian vector bundle of rank n over the base
manifold M , then we can extend the Berezin intergal once again to a map

B : Γ(M,Λ∗T ∗M ⊗ Λ∗E) → Γ(M,Λ∗T ∗M) (119)

by an obvious fiberwise extension.
For convenience, we shall use here the language of covariant derivatives to
specify the notion of a connection on vector bundles. This enables us to work
with global geometric objects during our geometric construction of a global
Thom form.
Note that the covariant derivative ∇E : Γ(M, E) → Γ(M,T ∗M ⊗ E) induces
in a natural way a covariant derivative on Λ∗E , which we still denote by ∇E .
Proposition 4.4.1. Suppose ∇E is metric compatible, then for every η ∈
Γ(M,Λ∗T ∗M ⊗ Λ∗E), we have

dB(η) = B(∇Eη). (120)

Proof. By definition of the Berezin integral, B can be regarded as a section
B ∈ Γ(M,ΛnE∗) paired to the sections of ΛnE . Suppose {ei} is a local frame
of E∗, then B is locally given by e1 ∧ · · · ∧ en. The proposition follows from
the Leibniz rule since ∇EB = 0. �

We apply this proposition with M = V and E = p∗V, and with connection
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∇p∗V = p∗∇V . Γ
(
V,Λ∗T ∗V ⊗Λ∗(p∗V)

)
is a bigraded algebra and admits the

following decomposition:

Γ
(
V,Λ∗T ∗V ⊗ Λ∗(p∗V)

)
=

n⊕

i,j=1

Ai,j, (121)

where
Ai,j = Γ

(
V,ΛiT ∗V ⊗ Λj(p∗V)

)
. (122)

The covariant derivative defines a map ∇p∗V : Ai,j → Ai+1,j.
For ω ∈ Γ(V,Λ•T ∗V), the contraction by s ∈ Γ(V, p∗V) = A0,1 is defined by

a(s)
(
ω⊗ (s1∧· · ·∧sj)

)
=

j∑

k=1

(−1)deg ω+k−1〈s, sk〉ω⊗ (s1∧· · ·∧ ŝk ∧· · ·∧sj),

(123)
where sk ∈ Γ(V, p∗V). This defines a map a(s) : Ai,j → Ai,j−1. In the
following text, we shall identify the Lie algebra bundle so(V) with Λ2V, this
identification can be made explicitly by the following map

A ∈ so(V) →
∑

i<j

〈Aei, ej〉ei ∧ ej . (124)

Since for any s ∈ A0,1 and η ∈
⊕n

i,j=1Ai,j, B
(
a(s)η

)
= 0, we have by

Proposition 4.4.1 the formula

dB(η) = B

((
∇p∗V − ia(s)

)
η

)
. (125)

Let us explain some objects needed in our geometric construction of Mathai-
Quillen’s Thom form:

• the tautological section x ∈ A0,1;

• the norm ‖x‖2 ∈ A0,0 and the covariant derivative ∇p∗Vx ∈ A1,1;

• identifying the curavture form ΘV = (∇V)2 ∈ Γ
(
M,Λ2T ∗M ⊗ so(V)

)

with an element of Γ(M,Λ2T ∗M ⊗Λ2V) and pulling it back to V using
the projection p, we obatain an element Θp∗V ∈ A2,2.

Lemma 4.4.2.

• Let Q = ‖x‖2

2
+ i∇x+Θp∗V ∈⊕n

i,j=1Ai,j. Then

(
∇p∗V − ia(x)

)
Q = 0. (126)
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• If ρ ∈ C∞(R), define ρ(Q) ∈
⊕n

i,j=1Ai,j by the formula

ρ(Q) =

n∑

k=0

ρ(k)
(

‖x‖2

2

)

k!
(i∇p∗V +Θp∗V)k, (127)

then (
∇p∗V − ia(x)

)
ρ(Q) = 0. (128)

Proof. By definition of the covariant derivative, we have ∇p∗V
(
‖x‖2

)
=

−2a(x)∇p∗Vx. Applying the covariant derivative twice gives the curvature
∇p∗V(∇p∗Vx) = a(x)Θp∗V . While the Bianchi identity says that ∇p∗VΘp∗V =
0. Combining these facts we have

(
∇p∗V − ia(x)

)
Q = −a(x)∇p∗Vx+ ia(x)Θp∗V + a(x)∇p∗Vx− ia(x)Θp∗V

= 0, (129)

where we have used the obvious fact a(x)‖x‖2 = 0.
Since ∇p∗V − ia(x) is a derivation of the algebra

⊕n
i,j=1Ai,j, (128) follows.

�

Since Q ∈
⊕

0≤0≤2Ak,k, it follows that ρ(Q) ∈
⊕

0≤0≤n Ak,k, therefore

B
(
ρ(Q)

)
∈ Γ(V,ΛnT ∗V). By (125) and the above lemma, we get

dB
(
ρ(Q)

)
= B

((
∇p∗V − ia(x)

)
ρ(Q)

)
= 0, (130)

this shows that B
(
ρ(Q)

)
is a closed n-form on V.

We are now at a point to define Mathai-Quillen’s Thom form on V, this is

done by choosing ρ to be (2π)−
n
2 ε(n)e−x in B

(
ρ(Q)

)
:

uV = (2π)−
n
2 ε(n)B(e−Q) = (2π)−

n
2 ε(n)B

(
e−
(

‖x‖2

2
+i∇p∗Vx+Θp∗V

))
. (131)

The following proposition shows that the form uV constructed above has the
same nature as its model uV constructed in §4.3.
Proposition 4.4.3. ∫

V/M

uV = 1. (132)

Proof. To calculate the above integal, it suffices to consider the case in which
M is a point, but this is what Proposition 4.3.1 said. �
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Remark

Mathai-Quillen’s Thom form constructed above has rapid decay at infinity
instead of having compact supports on each fiber. However, using diffeomor-
phism from the interior of the unit ball bundle BV of V to V given by

υ : y → y
(
1− ‖y‖2

) 1
2

, (133)

we can pull uV back to obtain a Thom form υ∗uV with support in BV .
Apply to the Gauss-Bonnet-Chern Theorem

We are now prepared to prove the Gauss-Bonnet-Chern theorem using our ge-
ometric construction (131). Assume V is an oriented rank n Riemannian vec-
tor bundle over an oriented n-dimensional closed manifold M , s ∈ Γ(M,V).
We have

s∗υ∗uV = (2π)−
n
2 ε(n)B

(
e−
(

‖s‖2

2
+i∇Vs+ΘV

))
. (134)

In particular, when s is the zero section and n is even, by Proposition 4.1.1,
we get a geometric expression of the Euler class:

e(V) = (2π)−
n
2B(eΘ

V

). (135)

Remark

It follws from (135) that the diffeomorphsim υ is superfluous, i.e., s∗uV =
s∗υ∗uV . This shows that the pullback by the zero section of a larger class than
the Thom class is the Euler class, or equivalently, the converse of Proposition
4.1.1 is not true. Therefore Mathai-Quillen’s Thom form should be viewed as
an extension of the classical Thom class with the pullback property preserved.
Lemma 4.4.4. For every A ∈ Λ2V , where V is a vector space, we deonte by

expA its exponential in Λ∗V . Then we have the following identity :

Pf(A) = B(expA). (136)

Proof. Under the identification (124), we have

B(expA) = B
(
exp

∑

i<j

〈Aei, ej〉ei ∧ ej
)
. (137)

Using the definition of a Pfaffian, a direct computation yields

Pf(A) = B
(
exp

∑

i<j

〈Aei, ej〉ei ∧ ej
)
. (138)
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This finishes the proof. �

By this lemma, (135) becomes e(V) = (2π)−
n
2Pf(ΘV). Integrate on M gives:

(2π)−
n
2

∫

M

Pf(ΘV) =

∫

M

e(V). (139)

This is just the Gauss-Bonnet-Chern theorem we proved in §4.2.
Remark

This proof of the Gauss-Bonnet-Chern theorem first appeared in [28] as a
consequence of their elegant construction (131). Their proof made use of the
transgression of uV and the Poincaré-Hopf index theorem, see also [39] and
[41] for expositions of their proof. Our exposition here is a simplification of
their proof.

5 A Heat Equation Approach

5.1 Prologue

Intuitively, the heat flow on a Riemannian manifold M is locally controlled
by the curvature tensor. That’s why the short time behavior of the heat
operator can be used to study the geometric structures of M . A treatise on
these applications is contained in [9]. On the other hand, when t → ∞, the
heat flows over the whole manifold and therefore provides global information
of the space, i.e., the topological invariants ofM . The most important result
on the long time behavior of the heat operator is the well-known theorem
of Hodge concerning harmonic forms, see [23], [26], and [33]. Therefore it
is natural to expect that by forming certain time-independent combinations
of the local components of the heat kernel, one is able to link the geometric
information with the topological invariants, thus formulating a proof of the
Gauss-Bonnet-Chern theorem.
In this section, we shall give a heat equation proof of the Gauss-Bonnet-Chern
theorem. Although the proof here may not be as elegant as the intrinsic
argument which we discussed in §3, the heat equation method is of great
power and it can be developed to prove the Atiyah-Singer index theorem (see
[10] and [23] for expositions). Since this method has the feature of linking
the local information with the global information, it is nothing strange that
the proof here does not depend on the Poincaré-Hopf index theorem.
Our exposition here follows from [23], [32] and [33].
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5.2 Construction of the Heat Kernel

We introduce the basic notions and construct the heat kernel for differential
forms in this subsection. Throughout this section, (M, g) will be a closed
oriented Riemannian manifold with an even dimension d.
Definition 5.2.1. Let V be a vector bundle over M and C∞(M,V ) be the
space of its smooth global sections. Let P : C∞(M,V ) → C∞(M,V ) be a
self-adjoint elliptic pseudodifferential operator with a positive definite leading
symbol. The heat equation is the following partial differential equation:

(
∂

∂t
+ P )f(t, x) = 0, t ≥ 0, f(0, x) = f(x). (140)

Remark

Since we want to prove here the Gauss-Bonnet-Chern Theorem 3.3.2, it is
therefore appropriate to restrict ourselves to the case of the heat operator for
the Laplacian on differential forms ∂

∂t
+ ∆. Here ∆ denotes the geometers’

Laplacian given by dδ + δd, δ being the adjoint of d.
Definition 5.2.2. A heat kernel is a double form e(t, x, y) ∈ C∞(R+×M ×
M,Λ•T ∗M ⊗ Λ•T ∗M) satisfying the following conditions:

•
(
∂

∂t
+∆y)e(t, x, y) = 0, (141)

where ∆y means the Laplacian acts on y;

•
lim
t→0

∫

M

e(t, x, y) ∧ ⋆ω(y) = ω(x), ∀ω ∈ L2(M,Λ•T ∗M), (142)

where ⋆ denotes the Hodge star operator and L2(M,Λ•T ∗M) is the
space of all L2-sections of the vector bundle Λ•T ∗M with respect to
the metric 〈ω, η〉 = ⋆(ω ∧ ⋆η), where η ∈ L2(M,Λ•T ∗M).

Remark

It is clear from the above definition that

ω(t, x) =

∫

M

e(t, x, y) ∧ ⋆ω(y) (143)

is the solution of (140) with P replaced by ∆x. This shows that to construct
the heat kernel is equivalent to solving the heat equation. However, since a
variable y has been added to “decompose” (140) into the above two equations
(141) and (142), it is more convenient for us to study the heat kernel since
it enables us to treat the equation and the initial condition separately on y
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and x.
An intermediate step for constructing the heat kernel this is to construct the
parametrix, which is characterized in the following definition.
Definition 5.2.3. A parametrix for the heat operator ∂

∂t
+ ∆y is a double

form H(t, x, y) ∈ C∞(R+ ×M ×M,Λ•T ∗M ⊗ Λ•T ∗M) which satisfies the
following conditions:

• ( ∂
∂t
+∆y)H ∈ C(R+

⋃
{0} ×M ×M,Λ•T ∗M ⊗ Λ•T ∗M);

• limt→0

∫
M
H(t, x, y) ∧ ⋆ω(y) = ω(x), ω ∈ C∞(U,Λ•T ∗M).

For differential p-forms, let N > d
2
and define

H
p
N(t, x, y) = (4πt)−

d
2 e−

r2(x,y)
4t

N∑

i=0

tiui,p(x, y), i, p ∈ Z, (x, y) ∈ U × U, (144)

where r(x, y) is the geodesic distance between x and y, U×U is a sufficiently
small open neighborhood of the diagonal N ⊂M×M and ui,p(x, y) ∈ C∞(U×
U,ΛpT ∗M ⊗ ΛpT ∗M) are to be determined.
Note first that every ui,p(x, y) can be naturally identified with an element
in HomR(Λ

pT ∗
xM,ΛpT ∗

yM), the homomorphisms between the vector spaces
ΛpT ∗

xM and ΛpT ∗
yM . We claim that the following two conditions determine

the double forms ui,p(x, y) uniquely, therefore Hp
N(t, x, y) are well-defined

with these restrictions:

• u0,p(x, x) = Id ∈ EndR(Λ
pT ∗

xM), i.e., the identity endomorphsim of the
vector space ΛpT ∗

xM ;

•
(
∂

∂t
+∆p

y)H
p
N(t, x, y) = (4πt)−

d
2 e−

r2(x,y)
4t tN∆p

yu
N,p(x, y), (145)

where the superscript p means the Laplacian acts on p-forms.

Proof of the Claim

Fix an x ∈M and introduce the Riemannian normal coordinates in the open
neighborhood U of x, then gij(y) = δij+O(r

2(x, y)). For h(r(x, y)) ∈ C∞(U)
and ω ∈ C∞(U,ΛpT ∗M), computation gives

∆p
y(hω) = −(

∂2h

∂r2
+
d− 1

r

∂h

∂r
+

1

2g

∂g

∂r

∂h

∂r
)ω − 2

r

∂h

∂r
∇r ∂

∂r
ω − h∆p

yω, (146)

where g = det(gij) and ∇r ∂
∂r

is the covariant derivative induced by the Levi-

Civita connection with respect to r ∂
∂r
. Let h = e−

r2(x,y)
4t in (146) to get

∆p
y(e

− r2

4t ω) = −e− r2

4t

(
(
r2 − 2d

4t
− r

4gt

∂g

∂r
)ω − 1

t
∇r ∂

∂r
ω −∆p

yω
)
. (147)
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Therefore

(
∂

∂t
+∆p

y)H
p
N(t, x, y) = (4πt)−

d
2 e−

r2

4t ·
N∑

i=0

(
(
i

t
+

r

4gt

∂g

∂r
)tiui,p(x, y) + ti−1∇r ∂

∂r
ui,p(x, y) + ti∆p

yu
i,p(x, y)

)
. (148)

By (145), the coefficient of (4πt)−
d
2 e−

r2

4t ti−1 in ( ∂
∂t

+∆p
y)H

p
N(t, x, y) must be

0, it follows that

∇r ∂
∂r
ui,p(x, y) + (i+

r

4g

∂g

∂r
)ui,p(x, y) = −∆p

yu
i−1,p(x, y). (149)

Now it is clear that to prove the claim, we only need to show that for every
η ∈ ΛpT ∗

xM , the differential equations

∇r ∂
∂r
ui,p(η, y) + (i+

r

4g

∂g

∂r
)ui,p(η, y) = −∆p

yu
i−1,p(η, y), 0 ≤ i ≤ N (150)

have unique solutions with the initial condition u0,p(η, x) = η, here we adopt
the convention u−1,p(x, y) ≡ 0.
Since we will argue by induction, it is convenient to rewrite equation (150)
in the following way:

∇r ∂
∂r

(
rig

1
4ui,p(η, y)

)
= −rig 1

4∆p
yu

i−1,p(η, y). (151)

Fix a y ∈ U and let y(s), 0 ≤ s ≤ r(x, y) be the geodesic from y to x. Use
‖y(s) to denote the isomorphism ΛpT ∗

yM
∼= ΛpT ∗

y(s)M induced by the parallel

translation along the geodesic. Let u0,p(η, y) = g−
1
4 (y), then u0,p(η, x) = η,

equation (151) is satisfied for i = 0. Fix a k ∈ N+ and suppose that for
i < k we have determined the forms ui,p(η, y) satisfying (151), then we define
um,p(η, y) as

um,p(η, y) = −r(x, y)−mg−
1
4 (y) ·

∫ r(x,y)

0

(
r
(
x, y(s)

))m−1

g
1
4

(
y(s)

)
‖y(s)

(
∆p

yu
m−1,p

(
η, y(s)

))
ds. (152)

It is clear that um,p(η, y) ∈ C∞(U,ΛpT ∗M) and it can be checked that
um,p(η, y) satisfies the equation (151) for i = m. This proves the existence
part.
To prove the uniqueness, we derive from (145) the important relation

iui,p(η, x) = −
(
∆p

yu
i−1,p(η, y)

)
(η, x). (153)

39



Compared with (151), it suffices to prove that any ζ ∈ C∞(U,ΛpT ∗M) sat-
isfying ∇r ∂

∂r
ζ = 0 and ζ(x) = 0 must be a zero section. This is trivially true

because ζ(y) is just the parallel translation of ζ(x) along the geodesic for any
point y ∈ U . �

We can now construct the parametrix from H
p
N(t, x, y). Let W1 ×W1 and

W2 ×W2 be open sets such that W1 ×W1 ⊂ W2 ×W2 ⊂ U × U . Choose
φ(x, y) ∈ C∞(M ×M) such that φ(x, y) = 1 in W1 ×W1 and φ(x, y) = 0
outside W2 ×W2. We define

G
p
N(t, x, y) = φ(x, y)Hp

N(t, x, y), (154)

and

K
p
N (t, x, y) = (

∂

∂t
+∆p

y)G
p
N(t, x, y). (155)

Lemma 5.2.4. G
p
N (t, x, y) is a parametrix for differential p-forms when

N > d
2
.

Proof. We first show that ( ∂
∂t

+∆p
y)G

p
N(t, x, y) is continuous at t = 0. Since

G
p
N = 0 on M ×M \ W2 ×W2, we only need to consider the problem on

R+ ×W2 ×W2.
On R+ ×W1 ×W1, by (145) and the assumption N > d

2

lim
t→0

(
∂

∂t
+∆p

y)G
p
N(t, x, y) = lim

t→0
(
∂

∂t
+∆p

y)H
p
N(t, x, y)

= lim
t→0

(4πt)−
d
2 e−

r2(x,y)
4t tN∆p

yu
N,p(x, y)

= 0. (156)

Finally, on W2 ×W2 \W1 ×W1, use (146) we have

(
∂

∂t
+∆p

y)G
p
N(t, x, y) = lim

t→0
(
∂

∂t
+∆p

y)
(
φH

p
N(t, x, y)

)

= −(
∂2φ

∂r2
+
d− 1

r

∂φ

∂r
+

1

2g

∂g

∂r

∂φ

∂r
)Hp

N(t, x, y)

−2

r

∂φ

∂r
∇r ∂

∂r
H

p
N(t, x, y)− φ∆p

yH
p
N(t, x, y)

= ψ1(x, y)H
p
N + ψ2(x, y)∇r ∂

∂r
H

p
N − φ∆p

yH
p
N , (157)

where ψ1, ψ2 ∈ C∞(M ×M). We can thus deduce from (157) that

lim
t→0

(
∂

∂t
+∆p

y)G
p
N(t, x, y) = 0. (158)

40



To show that Gp
N(t, x, y) satisfies the second condition in Definition 5.2.3, we

may assume that there exists an ε > 0 such that Bε(x) ⊂ W1, where Bε(x)
is the open ball centering at x with radius ε. We then have

lim
t→0

∫

M

(4πt)−
d
2φ(x, y)e−

r2

4t ui,p(x, y) ∧ ⋆ω(y)

= lim
t→0

∫

Bε(x)

(4πt)−
d
2φ(x, y)e−

r2

4t ui,p(x, y) ∧ ⋆ω(y)

= lim
t→0

∫

M\Bε(x)

(4πt)−
d
2φ(x, y)e−

r2

4t ui,p(x, y) ∧ ⋆ω(y). (159)

Since r ≥ ε, the second integral above vanishes. To compute the first integral,
we use the exponential map expx to pull the integral back to TxM :

∫

Bε(x)

(4πt)−
d
2φ(x, y)e−

r2

4t ui,p(x, y) ∧ ⋆ω(y)

=

∫

Bε(0)⊂TxM

J(expx)(4πt)
− d

2φ(x, y)e−
r2(0,v)

4t ui,p(x, expx v) ∧ ⋆ω(expx v)

=

∫

TxM

J(expx)(4πt)
− d

2φ(x, y)e−
r2(0,v)

4t ui,p(x, expx v) ∧ ⋆ω(expx v), (160)

where expx(v) = y, ui,p are extended to be 0 outside Bε(x) and J(expx)
denotes the Jacobian of expx.

Since (4πt)−
d
2 e−

r2

4t is the ordinary heat kernel of Rd, by Definition 5.2.2 we
have

lim
t→0

∫

TxM∼=Rd

J(expx)(4πt)
− d

2φ(x, y)e−
r2(0,v)

4t ui,p(x, expx v) ∧ ⋆ω(expx v)

= ⋆
(
ui,p(x, x) ∧ ⋆ω(x)

)
=
〈
ui,p(x, x), ω(x)

〉
. (161)

Since u0,p(x, x) = Id by our construction, we finally get

lim
t→0

∫

M

(4πt)−
d
2 e−

r2

4t φ(x, y)
( N∑

i=0

tiui,p(x, y)
)
∧ ⋆ω(y) = ω(x), (162)

since all the summands in (162) vanishes trivially except the first one. �

We now complete the construction of the heat kernel. For a metric 〈·, ·〉z on
ΛpT ∗M , there is a natural way to extend it to ΛpT ∗M ⊗ ΛpT ∗M :

〈
η(x)⊗ ω1(z), ζ(y)⊗ ω2(z)

〉
=
〈
ω1(z), ω2(z)

〉
z
η(x)⊗ ζ(y), (163)
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where η(x) ⊗ ω1(z), ζ(y) ⊗ ω2(z) ∈ C∞(M ×M,ΛpT ∗M ⊗ ΛpT ∗M). Using
this notation, we define

K0(t, x, y) = K
p
N(t, x, y),

Km(t, x, y) =

∫ t

0

ds

∫

M

〈
Km−1(s, x, z), Kp

N(t− s, z, y)
〉
dvolz, m ≥ 1, (164)

and

ep(t, x, y) = G
p
N(t, x, y) +

∑

m≥0

(−1)m+1

∫ t

0

ds

∫

M

〈
Km(s, x, z), Gp

N(t− s, z, y)
〉
dvolz. (165)

Theorem 5.2.5. ep(t, x, y) defined above is the heat kernel for differential

p-forms.
Proof. We first show that ep(t, x, y) is well defined, i.e., the right hand side
of (165) converges everywhere to a smooth double form.
We do some localization to make the coordinates available in our estimate.
Since M is compact, there is a finite family of open sets {Wi}ni=1 such that
M =

⋃n
i=1Wi and Wi ⊂ Ui, where {Ui}ni=1 is the coordinate chart of M .

Let {ϕi}ni=1 be a partition of unity relative to the covering {Wi}ni=1, and let
{λi}ni=1 be C∞-functions with supports in Ui which are identically 1 on Wi.
For any ξ(x, y) ∈ C∞(M ×M,ΛpT ∗M ⊗ ΛpT ∗M), we define the localized
form ξi,j(x, y) ∈ C∞(Ui × Uj ,Λ

pT ∗M ⊗ ΛpT ∗M) as

ξi,j(x, y) = λi(x)λj(y)ξ(x, y). (166)

As a consequence, any µ(x, y) ∈ C∞(Ui × Uj ,Λ
pT ∗M ⊗ ΛpT ∗M) can be

expressed by
µ(x, y) = aIJ(x, y)dx

I ⊗ dyJ , (167)

where I = {ik|1 ≤ k ≤ p, i1 < · · · < ip} and J = {jk|1 ≤ k ≤ p, j1 < · · · < jp}
are multi-indices and aIJ(x, y) ∈ C∞(Ui × Uj). To begin our estimate, it is
natural to introduce the following norm:

∥∥∥µ(x, y)
∥∥∥
i,j

=
∑

I,J

sup
x∈Ui,y∈Uj

∣∣∣aIJ(x, y)
∣∣∣, (168)

It is clear that to bound the right hand side of (165), we only need to bound
Km, i.e., to bound the norm ‖Km

i,j‖i,j. By (145), there exists a constant C1

such that ‖K0
i,j‖i,j ≤ C1t

N− d
2 . We can then proceed by induction to obtain

a bound for ‖Km
i,j‖i,j. Suppose that we have

∥∥∥Km−1
i,j (t, x, y)

∥∥∥
i,j

≤ (C2C1)
mtm(N− d

2
)+m−1 Γm(N − d

2
+ 1)

Γ
(
m(N − d

2
) +m

) (169)
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for some constant C2. By the definition of Km
i,j, we have

Km
i,j(t, x, y) =∫ t

0

ds

∫

M

〈
λi(x)

n∑

i=1

ϕi(z)K
m−1(s, x, z), λj(y)K

p
N(t− s, z, y)

〉
dvolz. (170)

It follows easily that

∥∥∥Km
i,j(t, x, y)

∥∥∥
i,j

≤ C3C1(C2C1)
m Γm(N − d

2
+ 1)

Γ
(
m(N − d

2
) +m

) ·

∫ t

0

sm(N− d
2
)+m−1(t− s)N− d

2ds, (171)

where C3 is a constant independent ofm. Since we may assume that C2 > C3

and C1 ≥ 1, we obtain

∥∥∥Km
i,j(t, x, y)

∥∥∥
i,j

≤ (C2C1)
m+1t(m+1)(N− d

2
)+m Γm+1(N − d

2
+ 1)

Γ
(
(m+ 1)(N − d

2
) +m+ 1

) .

(172)
This shows that the right hand side of (165) converges uniformly to a smooth
double p-form. Since

(
∂

∂t
+∆p

y)e
p(t, x, y)

=

∞∑

m=0

(−1)m+1
(
Km(t, x, y) +Km+1(t, x, y)

)
+K

p
N(t, x, y)

= K
p
N (t, x, y)−K

p
N(t, x, y) = 0, (173)

and

lim
t→0

∫

M

ep(t, x, y) ∧ ⋆ω(y)

= lim
t→0

(∫

M

G
p
N (t, x, y) ∧ ⋆ω(y) +

∞∑

m=0

(−1)m+1

∫ t

0

ds

∫

M

(∫

M

〈
Km(s, x, z), Gp

N(t− s, z, y)
〉
dvolz

)
∧ ⋆ω(y)

)

= ω(x)

by Lemma 5.2.4 and the estimate (172), ep(t, x, y) is the heat kernel by Def-
inition 5.2.2. �

43



We finish this subsection by expressing ep(t, x, y) with respect to a basis of
L2(M,ΛpT ∗M ⊗ΛpT ∗M). This expression will lead to an integral expression
of the trace of the heat operator, which will be used in our discussion in the
next section.
Proposition 5.2.6. Let {βi,p}i∈Z+ be an orthonormal basis of L2(M,ΛpT ∗M)
satisfying ∆pβi,p = λ

p
iβ

i,p. Then we have the pointwise convergence

ep(t, x, y) =

∞∑

i=0

e−λp
i tβi,p(x)⊗ βi,p(y). (174)

Proof. Since ep(t, x, y) ∈ L2(R+ ×M ×M,ΛpT ∗M ⊗ ΛpT ∗M), we have

ep(t, x, y) = e
p
i (t, x)β

i,p(y), epi (t, x) = ⋆
(
ep(t, x, y) ∧ ⋆βi,p(y)

)
. (175)

Then by the self-adjoint property of ∆p
y:

∂

∂t
e
p
i (t, x) =

∂

∂t
⋆
(
ep(t, x, y) ∧ ⋆βi,p(y)

)

= − ⋆
(
∆p

ye
p(t, x, y) ∧ ⋆βi,p(y)

)

= − ⋆
(
ep(t, x, y) ∧ ⋆∆p

yβ
i,p(y)

)

= −λpi ⋆
(
ep(t, x, y) ∧ ⋆βi,p(y)

)

= −λpi ei,p(t, x). (176)

Solving the differential equation (176) to get epi (t, x) = c
p
i (x)e

−λp
i t.

For an arbitrary ω = aiβ
i,p ∈ L2(ΛpT ∗M) with ai ∈ R, we have by Definition

5.2.2 that

ω(x) = lim
t→0

⋆
(
ep(t, x, y) ∧ ⋆ω(y)

)

= lim
t→0

⋆
( ∞∑

i=0

e−λp
i tc

p
i (x)β

i,p(y) ∧ ⋆ajβj,p(y)
)

= lim
t→0

∞∑

i=0

e−λp
i tc

p
i (x)ai =

∞∑

i=0

c
p
i (x)ai, (177)

which implies cpi (x) = βi,p(x). Then (175) becomes

ep(t, x, y) =

∞∑

i=0

e−λp
i tβi,p(x)⊗ βi,p(y) ∈ L2(R+ ×M ×M,ΛpT ∗M ⊗ΛpT ∗M).

(178)
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As a result, there exists a subsequence of the right hand side of (174) which
converges a.e. to ep(t, x, y) on M .
By Parseval’s equality

〈
ep(

t

2
, x, z), ep(

t

2
, y, z)

〉
z
=

∞∑

i=0

e−λp
i tβi,p(x)⊗ βi,p(y). (179)

This shows that the right hand side of (174) converges everywhere to a con-
tinuous limit, and the limit must be ep(t, x, y) by the discussions above. �

Corollary 5.2.7.

∞∑

i=0

e−λp
i t = Tr(

∂

∂t
+∆p) =

∫

M

trxe
p(t, x, x)dvolx, (180)

where Tr denotes the trace of an operator and trx denotes the trace of e
p(t, y, x)

at y = x.
Proof. By the above proposition,

∫

M

trxe
p(t, x, x)dvolx =

∫

M

trx

( ∞∑

i=0

e−λp
i tβi,p(x)⊗ βi,p(x)

)
dvolx

=

∞∑

i=0

e−λp
i t

∫

M

trx

(
βi,p(x)⊗ βi,p(x)

)
dvolx

=

∞∑

i=0

e−λp
i t
〈
βi,p(x), βi,p(x)

〉
x

=
∞∑

i=0

e−λp
i t = Tr(

∂

∂t
+∆p

y). (181)

The proof is complete. �

Remark

This corollary justifies the abbreviation e−t∆p

= ∂
∂t

+ ∆p. We will assume
this convention in the following discussions.

5.3 Supertrace and the McKean-Singer Conjecture

To describe the McKean-Singer conjecture we need the asymptotic expansion
of the trace of e−t∆p

.
Definition 5.3.1. For t ∈ R, we say that the formal power series

∑∞
i=i0

ait
i

is the asymptotic expansion of A(t) ∈ C∞(R) and write A(t) ∼
∑∞

i=i0
ait

i if
for all N ≥ i0, we have

lim
t→0

A(t)−
∑N

i=i0
ait

i

tN
= 0. (182)
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Proposition 5.3.2. Suppose {λpi } is the spectrum of ∆p
x, then

∞∑

i=0

eλ
p
i t ∼ (4πt)

d
2

∞∑

i=0

(∫

M

trxu
i,p(x, x)dvolx

)
ti. (183)

Proof. It is straightforward from (144) and (165) that

ep(t, x, x) ∼ (4πt)−
d
2

∞∑

i=0

ui,p(x, x)ti. (184)

By Corollary 5.2.7, we have

∞∑

i=0

e−λp
i t =

∫

M

trxe
p(t, x, x)dvolx ∼ (4πt)−

d
2

∫

M

∞∑

i=0

ui,p(x, x)tidvolx

∼ (4πt)
d
2

∞∑

i=0

(∫

M

trxu
i,p(x, x)dvolx

)
ti. (185)

This finishes the proof. �

We begin with the following crucial observation of McKean and Singer ([29]):
Lemma 5.3.3. Let ∆p be the Laplacian on p-forms. For λ ∈ R+, let E

p
λ be

the λ-eigenspace of ∆p. Then we have the following exact sequence:

0 → E0
λ

d−→ · · · d−→ Ed
λ → 0. (186)

Proof. First note that the sequence is well defined, since if ω ∈ E
p
λ, then

∆p+1dω = d∆pω = λdω.
If ω ∈ E

p
λ has dω = 0, then

d(
1

λ
δω) =

1

λ
∆pω − 1

λ
δdω =

1

λ
∆pω = ω, (187)

this finishes the proof. �

Corollary 5.3.4.
d∑

p=0

(−1)p dimRE
p
λ = 0, λ > 0. (188)

Proof. By the above lemma, d + δ defines an isomorphism
⊕ d

2
k=0E

2k
λ →

⊕ d
2
−1

k=0 E
2k+1
λ , then (188) follows directly. �

Recall that the spectrum of the Laplacian on a compact manifold must be
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discrete, then we have the following important corollary:
Corollary 5.3.5. Let {λi} be the spectrum of ∆p. Then

d∑

p=0

(−1)p
∞∑

i=0

e−λp
i t =

d∑

p=0

dimR ker∆
p. (189)

Proof. By the above corollary, we have

d∑

p=0

(−1)p
∞∑

i=0

e−λp
i t =

d∑

p=0

(−1)p
∑

i,λp
i=0

e−λp
i t =

d∑

p=0

dimR ker∆
p. (190)

This proves the corollary. �

This leads naturally to the following definition.
Definition 5.3.6. Let V be a vector bundle over M and V ∗ its dual bundle.
For every A ∈ EndR(Λ

∗V ∗), we define the supertrace Tr
(
(−1)FA

)
of A as

the trace of A on even forms minus the trace of A on odd forms.
Using this definition, Corollary 5.3.5 reads Tr

(
(−1)F e−t∆

)
=
∑d

p=0 dimR ker∆
p.

It leads directly to the following surprising result:
Theorem 5.3.7.

(4π)−
d
2

∫

M

d∑

p=0

(−1)ptrxu
i,p(x, x)dvolx =

{
0 i 6= d

2

χ(M) i = d
2
, dimM even

(191)

Proof. First note that Tr
(
(−1)F e−t∆

)
is independent of t by Corollary 5.3.5.

By the Hodge theorem, we have

χ(M) =
d∑

p=0

(−1)p dimRH
p
dR(M,R) =

d∑

p=0

dimR ker∆
p

= Tr
(
(−1)F e−t∆

)
=

d∑

p=0

(−1)p
∫

M

trxe
p(t, x, x)dvolx, (192)

Using Proposition 5.3.2, we get the asymptotic expansion of χ(M):

χ(M) ∼ (4πt)−
d
2

∞∑

i=0

(∫

M

d∑

p=0

(−1)ptrxu
i,p(x, x)dvolx

)
ti. (193)

Since χ(M) is independent of t, only the constant term on the right hand
side of (193) can be nonzero. �
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Compare this theorem with the Gauss-Bonnet-Chern theorem (61), it is rea-
sonable to make the following conjecture.
Conjecture 5.3.8. (McKean-Singer) For every even d,

Ω = (4π)−
d
2

d∑

p=1

(−1)ptrxu
d
2
,p(x, x)dvolx, (194)

where Ω is the Gauss-Bonnet integrand defined by (32).
Remarks

• The conjecture is trivial for d = 2, since it is well-known that u1,0(x, x) =
1
6
Ri

i, where R
i
i is the scalar curvature. This leads to a proof of the clas-

sical Gauss-Bonnet theorem on surfaces. In [29], McKean and Singer
also proved their conjecture for d = 4 by expressing u2,0(x, x) in terms
of curvature tensors. Although it is known that for any i > 0, ui,0(x, x)
is a sum of universal polynomials of curvature tensors, the computa-
tion for i ≥ 3 seems hopelessly complicated. The interested reader may
refer to [6], [23] and [33] for these results.

• Note that by combining the local property (asymptotic expansion of the
heat kernel) with the global property (spectral theory of the Laplacian),
we have successfully related curvature with the topological invariant
χ(M).

5.4 Proof of the McKean-Singer Conjecture

It is obvious that to complete our proof of the Gauss-Bonnet-Chern theorem,
one only need to prove the McKean-Singer conjecture. This is first done by
Patodi in [32], using classical tensor calculus. We will present his proof here
since this is the most direct and self-contained approach. Another proof using
invariance theory can be found in [23]. A third proof using fermion calculus
is contained in [33]. A fourth proof using calculus of Clifford algebras was
discovered in [22].
Since our proof is based on tensor calculus, we restate our main result in this
section as follows:
Theorem 5.4.1. (McKean-Singer-Patodi) The following formula holds :

(4π)−
d
2

d∑

p=0

(−1)ptrxu
d
2
,p(x, x) =

cd
∑

σ1,σ2∈Σd

sgn σ1sgn σ2Rσ1(1)σ1(2)σ2(1)σ2(2) · · · Rσ1(d−1)σ1(d)σ2(d−1)σ2(d), (195)
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where cd =
(−1)

d
2

(8π)
d
2 (d

2
)!
.

As we shall see, the proof of the McKean-Singer conjecture is a process of
canceling terms. The remarkable cancelation lemma proved by Patodi in [32]
actually provides much more than Theorem 5.4.1 requires. To prove Patodi’s
cancelation lemma, a series of technical lemmas will be needed, and we will
establish them in the sequel. We first introduce two useful operators which
will appear frequently in our computations.
Let V be a vector bundle over M of rank d, V ∗ its dual. Then we can form
the exterior product ΛpV . An operator A ∈ EndR(V ) extends naturally to
an element of ΛpV in the following two ways:

ΛpA(v1 ∧ · · · ∧ vp) = Av1 ∧ · · · ∧ Avp, vi ∈ V, 1 ≤ i ≤ p; (196)

DpA(v1 ∧ · · · ∧ vp) =
p∑

i=1

v1 ∧ · · · ∧ vi−1 ∧ Avi ∧ vi+1 ∧ · · · ∧ vp, (197)

where we have adopted the convention that Λ0A = Id ∈ End(R) and D0A =
0 ∈ End(R).
The following three lemmas are purely algebraic and do not include covariant
derivatives, they can be regarded as a baby version of Patodi’s cancelation
lemma and its applications.
Lemma 5.4.2. Let A1, · · ·,Ak ∈ EndR(V ), k ≤ d. When k = d, suppose
that det(x1A1 + · · · + xdAd) = a1x

d
1 + · · · + adx

d
d + · · · + a12···dx1 · · · xd for

some coefficients a1, · · ·, ad, · · ·, a12···d ∈ R. Then we have

Tr
(
(−1)FDpA1 ◦ · · · ◦DpAk

)
=

{
0 k < d

(−1)da12···d k = d
(198)

the notation Tr
(
(−1)FDpA1 ◦ · · · ◦ DpAk

)
is justified by the identification

between V and V ∗.
Proof. Elementary linear algebra yields

det(I − ex1A1 · · · exkAk) = Tr
(
(−1)FΛp(ex1A1 · · · exkAk)

)

= Tr
(
(−1)F ex1D

pA1 · · · exkD
pAk

)
. (199)

The proof will be completed by comparing the coefficients of x1 · · · xk in the
above equality. �

The next lemma needs some explanation of the notations. Recall that the
tensor product V ∗ ⊗ V can be identified with EndR(V ), therefore we can

introduce the map ρp : C∞
(
U, (V ∗ ⊗ V ) × (V ∗ ⊗ V )

)
→ EndR(Λ

pV ) by
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ρp(A,B) = DpA ◦ DpB. This is a bilinear map and will therefore induce a
linear map ρ̃p : C

∞(U, V ∗⊗V ⊗V ∗⊗V ) → EndR(Λ
pV ). For A ∈ C∞(U, V ∗⊗

V ⊗ V ∗ ⊗ V ), we shall identify DpA with ρ̃p(D
pA).

Lemma 5.4.3. Let l ∈ Z+ such that l < d
2
, σ ∈ Σd. A1, ···,Al ∈ C∞(U, V ∗⊗

V ⊗ V ∗ ⊗ V ). Then

Tr
(
(−1)FDpAσ(1) ◦ · · · ◦DpAσ(l)

)
= 0. (200)

Proof. This is an easy corollary of Lemma 5.4.2. �

Let {e1, · · ·, ed} be smooth sections of V which form a local frame on U , and
{e∗1, · · ·, e∗d} its fiberwise dual, then A ∈ C∞(U, V ∗ ⊗ V ⊗ V ∗ ⊗ V ) has the
form A = aijkle∗i ⊗ ej ⊗ e∗k ⊗ el, where a

ijkl ∈ R.

Lemma 5.4.4. With the abbreviation (DpA)
d
2 = DpA ◦ · · · ◦DpA, we have

Tr
(
(−1)F (DpA)

d
2

)
=

∑

σ1,σ2∈Σd

sgn σ1sgn σ2a
σ1(1)σ1(2)σ2(1)σ2(2) · · · aσ1(d−1)σ1(d)σ2(d−1)σ2(d). (201)

Proof. By Lemma 5.4.2 we have

Tr
(
(−1)F (DpA)

d
2

)

= Tr
(
(−1)Fai1j1i2j2 · · · aid−1jd−1idjdDp(e∗i1 ⊗ ej1) ◦Dp(e∗i2 ⊗ ej2)

)
◦

· · · ◦Dp(e∗id−1
⊗ ejd−1

)Dp(e∗id ⊗ ejd)

=
∑

i1,···,id
j1,···,jd

ai1i2j1j2 · · · aid−1jd−1idjd ×

coefficients of x1 · · · xd in det(xke∗jk ⊗ ejk)

=
∑

σ1,σ2∈Σd

sgn σ1sgn σ2a
σ1(1)σ1(2)σ2(1)σ2(2) · · · aσ1(d−1)σ1(d)σ2(d−1)σ2(d). (202)

The proof is complete. �

From now on we shall work with V = T ∗M to obtain some lemmas concerning
the commutation of the covariant derivatives.
Lemma 5.4.5. Suppose X1, ···, Xm ∈ C∞(U, TM), A ∈ C∞(U, TM⊗T ∗M),
then we have the following relation:

∇X1 ◦ · · · ◦ ∇Xm ◦DpA = DpA ◦∇X1 ◦ · · · ◦ ∇Xm

+
m∑

k=1

∑

σ∈Σm

σ(1)<···<σ(k)
σ(k+1)<···<σ(m)

Dp
(
∇Xσ(1)

◦ · · · ◦ ∇Xσ(k)
(A)
)
◦

∇Xσ(k+1)
◦ · · · ◦ ∇Xσ(m)

. (203)
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Proof. We will argue by induction. For m = 1, (203) reads

∇X1 ◦DpAω = DpA ◦ ∇X1ω +Dp(∇X1A)ω, ω ∈ C∞(U,ΛpT ∗M). (204)

We verify (204) by induction on p. For p = 1, (204) holds by the definition of
a covariant derivative. Since the operators DpA and ∇X1 satisfy the axioms
of a derivation, one verifies easily that if (204) holds for ω1 ∈ C∞(U,ΛpT ∗M)
and ω2 ∈ C∞(U,ΛqT ∗M), then it also holds for ω1 ∧ ω2. This finishes the
verification.
Suppose i ∈ Z+ and the lemma holds for m ≤ i, by hypothesis we have

∇X1 ◦ · · · ◦ ∇Xi+1

= ∇X1 ◦ · · · ◦ ∇Xi
DpA ◦ ∇Xi+1

+∇X1 ◦ · · · ◦ ∇Xi
◦Dp(∇Xi+1

A)

= DpA ◦ ∇X1 ◦ · · · ◦ ∇Xi+1
+

( i∑

k=1

∑

σ1∈Σi

σ1(1)<···<σ1(k)
σ1(k+1)<···<σ1(i)

Dp
(
∇Xσ1(1)

◦ · · · ◦ ∇Xσ1(k)
(A)
)

◦∇Xσ1(k+1)
◦ · · · ◦ ∇Xσ1(i)

)
◦ ∇Xi+1

+

i∑

k=0

∑

σ2∈Σi

σ2(1)<···<σ2(k)
σ2(k+1)<···<σ2(i)

Dp
(
∇Xσ2(1)

◦ · · · ◦ ∇Xσ2(k)
(A)
)

◦∇Xσ2(k+1)
◦ · · · ◦ ∇Xσ2(i)

= DpA ◦ ∇X1 ◦ · · · ◦ ∇Xi+1
+

i+1∑

k=1

∑

σ∈Σi+1

σ(1)<···<σ(k)
σ(k+1)<···<σ(i+1)

Dp
(
∇Xσ(1)

◦ · · · ◦ ∇Xσ(k)
(A)
)

◦∇Xσ(k+1)
◦ · · · ◦ ∇Xσ(i+1)

. (205)

This proves the lemma. �

The following result is just an anologue of Lemma 5.4.5 under the notation
convention which we have explained above.
Lemma 5.4.6. Suppose A ∈ C∞(U, TM ⊗T ∗M ⊗TM ⊗T ∗M), Xi, 1 ≤ i ≤
m are as above, then (203) holds.
Proof. Without loss of generality, we can assume that A = B ⊗ C with
B, C ∈ C∞(U, TM ⊗ T ∗M). Then by Lemma 5.4.5, one easily verifies that
(203) holds for m = 1. The whole lemma follows by an induction argument
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on m, which is similar with the proof of Lemma 5.4.5, and we shall omit the
details. �

Recall that the Riemann curvature tensor R is of type (1,3), therefore it can
be identified with a tensor of type (2,2) via the Riemannian metric. Also,
it is evident that R(X, Y ) ∈ C∞(U, TM ⊗ T ∗M) with X, Y ∈ C∞(U, TM).

Thus both DpR and Dp
(
R(X, Y )

)
are well defined.

Lemma 5.4.7. Suppose X ∈ C∞(U, TM), Xi, 1 ≤ i ≤ m are as above, then

∇X1 ◦ · · · ◦ ∇Xm ◦ ∇X = ∇X ◦ ∇X1 ◦ · · · ◦ ∇Xm +
m−1∑

j=0

∑

σ∈Σm

σ(1)<···<σ(j+1)
σ(j+2)<···<σ(m)

Dp
(
∇Xσ(1)

◦ · · · ◦ ∇Xσ(j)
R(X,Xσ(j+1))

)

◦∇Xσ(j+2)
◦ · · · ◦ ∇Xσ(m)

+
m∑

i=1

∇X1 ◦ · · · ◦ ∇Xi−1
◦ ∇[Xi,X] ◦ ∇Xi+1

◦ · · · ◦ ∇Xm , (206)

where [·, ·] is the Lie bracket.
Proof. For m = 1 and p = 1, (206) is just the definition of R. Then the
lemma follows by first applying induction on p, then arguing inductively on
m. Since the proof is similar with that of Lemma 5.4.5, we shall omit the
details. �

These commutation lemmas enables us to generalize Lemma 5.4.2 and 5.4.3
to obtain a cancelation lemma which is powerful enough to prove Theorem
5.4.1.
Lemma 5.4.8. (Patodi’s Cancelation Lemma) Suppose l1, l2, l3, i ∈ N

satisfying one of the following two conditions :

• l3 > 0, l1 + 2l2 + l3 + 2i ≤ d;

• l1 + 2l2 + l3 + 2i < d.

Let σ ∈ Σl1+l2 , j1, · · ·jl3 ∈ {1, · · ·, d}, A1, · · ·,Al1 ∈ C∞(U, TM ⊗ T ∗M), and
Al1+1, · · ·,Al1+l2 ∈ C∞(U, TM ⊗ T ∗M ⊗ TM ⊗ T ∗M). Then

d∑

p=0

(−1)ptrx

(
DpAσ(1)◦···◦DpAσ(l1+l2)◦∇ ∂

∂yj1

◦···◦∇ ∂
∂yjl3

(
ui,p(x, y)

))
(x, x) = 0,

(207)
where all the operators act on y.
Proof. We shall argue by induction on i and l3. For i = l3 = 0, (207) holds by
Lemma 5.4.2 and Lemma 5.4.3. Therefore we can suppose the lemma holds
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for i = s− 1 for some s ∈ Z+, let’s consider the case when i = s.
We first make the following abbreviation:

Ap = DpAσ(1) ◦ · · · ◦DpAσ(l1+l2) ◦ ∇ ∂
∂yj1

◦ · · · ◦ ∇ ∂
∂yjl3

. (208)

By (149) and the well-known formula

∆y = −gjk(y)∇ ∂

∂yk
◦ ∇ ∂

∂yj
+ gjk(y)Γℓ

jk(y)∇ ∂

∂yℓ
−DpRy, (209)

where Ry means the curvature homomorphism acts on y, we are able to get
an equation which is suitable for induction:

∇r ∂
∂r
us,p(x, y) + (s+

r

4g

dg

dr
)us,p(x, y) =

(
gjk(y)∇ ∂

∂yk
◦ ∇ ∂

∂yj
− gjk(y)Γℓ

ij(y)∇ ∂

∂yℓ
+DpRy

)
us−1,p(x, y). (210)

We derive from (149) the important fact ∇r ∂
∂r
us,p(x, y) = 0, by first applying

Ap and then taking the trace on each side of (210) we get

s

d∑

p=0

(−1)ptrx

(
Ap
(
us,p(x, y)

))
(x, x)

= gjk(y)

d∑

p=0

(−1)ptrx

(
Ap ◦ ∇ ∂

∂yk
◦ ∇ ∂

∂yj

(
us−1,p(x, y)

))
(x, x)

−gjk(y)Γℓ
jk(y)

d∑

p=0

(−1)ptrx

(
Ap ◦ ∇ ∂

∂yℓ

(
us−1,p(x, y)

))
(x, x)

+
d∑

p=0

(−1)ptrx

(
Ap ◦DpRy

(
us−1,p(x, y)

))
(x, x). (211)

Since the right hand side of (211) vanishes by the induction hypothesis, we
have

d∑

p=0

(−1)ptrx

(
Ap
(
∇r ∂

∂r
us,p(x, y)

))
(x, x) = 0. (212)

Now suppose t ∈ Z+ and the lemma holds for l3 ≤ t − 1. To make Lemma
5.4.7 available, we shall make use of the fact [ ∂

∂yi
, r ∂

∂r
] = ∂

∂yi
, which can be

verified by direct computation.
We finish the proof by first applying Ap to (210) and then taking the trace.
Keeping this goal in mind, we carry out this operation term by term in (210).
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The first term on the left hand side
We derive from (212) the fact that ∇r ∂

∂r
◦∇ ∂

∂yj1

◦ · · · ◦∇ ∂

∂y
jl3

(
us,p(x, y)

)
= 0,

by applying Lemma 5.4.7 and the induction hypothesis to (212), we have

d∑

p=0

(−1)ptrx

(
Ap ◦ ∇r ∂

∂r

(
us,p(x, y)

))
(x, x)

= t

d∑

p=0

(−1)ptrx

(
Ap
(
us,p(x, y)

))
(x, x). (213)

The second term on the left hand side
Direct computation gives

Ap
(
(s+

r

4g

dg

dr
)us,p(x, y)

)
=

(
(s +

r

4g

dg

dr
)Ap

(
us,p(x, y)

))
+

l3∑

k=1

∑

ǫ∈Σl3
ǫ(1)<···<ǫ(k)

ǫ(k+1)<···<ǫ(l3)

(
∇ ∂

∂y
jǫ(1)

◦ · · · ◦ ∇ ∂

∂y
jǫ(k)

(s+
r

4g

dg

dr
)
)

DpAσ(1) ◦ · · · ◦DpAσ(l1+l2) ◦ ∇ ∂

∂y
jǫ(k+1)

◦ · · · ◦ ∇ ∂

∂y
jǫ(l3)

(
us,p(x, y)

)
. (214)

We then take the trace and use the induction hypothesis to obtain

d∑

p=0

(−1)ptrx

(
Ap
(
(s+

r

4g

dg

dr
)us,p(x, y)

))
(x, x)

= s

d∑

p=0

(−1)ptrx

(
Ap
(
us,p(x, y)

))
(x, x). (215)

Terms on the right hand side
The first two terms on the right hand side can be treated similarly as the
second term on the left hand side, i.e., by direct computation and using the
induction hypothesis. We easily get

d∑

p=0

(−1)ptrx

(
Ap ◦ gjk(y)∇ ∂

∂yk
◦ ∇ ∂

∂yj

(
us,p(x, y)

))
(x, x) = 0, (216)

d∑

p=0

(−1)ptrx

(
Ap ◦ gjk(y)Γℓ

jk(y)∇ ∂

∂yℓ

(
us−1,p(x, y)

))
(x, x) = 0. (217)
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For the third term, we use Lemma 5.4.6 and the induction hypothesis to get

d∑

p=0

(−1)ptrx

(
Ap ◦DpRy

(
us−1,p(x, y)

))
(x, x) = 0. (218)

Since t + s > 0, we have
∑d

p=0(−1)ptrx

(
Ap
(
us,p(x, y)

))
(x, x) = 0, which

finishes the proof. �

Proof of Theorem 5.4.1

By Lemma 5.4.8,
∑d

p=0(−1)ptrxu
i,p(x, x) = 0 for i < d

2
, we then use (210) to

compute
∑d

p=0(−1)ptrxu
d
2
,p(x, x). Apply Lemma 5.4.8 twice to get

d∑

p=0

trxu
d
2
,p(x, x) =

1

n

d∑

p=0

trx

(
DpRy

(
u

d
2
−1,p(x, y)

))
(x, x)

=
1

n(n− 1)
gjk(x)

d∑

p=0

(−1)ptrx

(
DpRy ◦ ∇ ∂

∂yk
◦ ∇ ∂

∂yj

(
u

d
2
−2,p(x, y)

))
(x, x)

=
1

n(n− 1)
gjk(x)Γℓ

jk(x)
d∑

p=0

(−1)ptrx

(
∇ ∂

∂yℓ
u

d
2
−2,p(x, y)

)
(x, x)

=
1

n(n− 1)

d∑

p=0

(−1)ptrx

(
DpRy ◦DpRy

(
u

d
2
−2,p(x, y)

))
(x, x). (219)

By Lemma 5.4.8, the first two terms on the right hand side again vanish,
therefore we get

d∑

p=0

(−1)ptrxu
d
2
,p(x, x)

=
1

n(n− 1)

d∑

p=0

(−1)ptrx

(
DpRy ◦DpRy

(
u

d
2
−2,p(x, y)

))
(x, x). (220)

Proceeding like this we finally get

d∑

p=0

(−1)ptrxu
d
2
,p(x, x) =

1

n!

d∑

p=0

(−1)p
(
(DpRy)

d
2

(
u0,p(x, y)

))
(x, x). (221)

Combine Lemma 5.4.4 and the first Bianchi indentity, the proof is complete.
�
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Remark

In [29], McKean and Singer gave their formula for the index of the Dirac
operators (see also [10]):

indA(D) = Tr
(
(−1)Fe−tD2

)
, (222)

where indA denotes the analytic index, and D denotes a Dirac operator.
Substitute D by d+δ in (222), the Gauss-Bonnet-Chern theorem then follows
as a corollary of the local index theorem.
Actually, based on (222), the McKean-Singer conjecture can be raised for all
Dirac operators, and a proof of the generalized McKean-Singer conjecture
yields the local Atiyah-Singer index theorem. We refer the reader to [10] and
[22] for more details.
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