§ Hessian of a smooth function
Hess(f)(X,Y)=X (Y (f))-V,Y(f)

Lemma

The Hessian is a contravariant » symmetric two-tensor °

For any vector fields Xand Y

1. Hess(f)(X,Y)=Hess(f)(Y,X) o The proof of symmetry is direct from the torsion-free
assumption
Hess(f)(X,Y)—Hess(f)(Y,X)=[X,Y](f)-(V,Y -V, X)(f)=0
$f VY -V, X =[X,Y](called torsion free)

2. Hess(f)(@X,wY)=¢wHess(f)(X,Y) forall smooth functions ¢,y

Other formulas for the Hessian are

1. Hess(f)(X,Y)=(V(V F),Y) =V, (V, (F)) =V*(X,Y)
(Vo (VE),Y) = X((VE,Y )= (VF,V, )Y ) = X (Y (F)) =V, Y () = Hess(f)(X,Y)

2. Hess(f); =0,0,f — (8, f)I'} in local coordinates
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“= is called the Hessian matrix of u
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The Laplacian Af is defined as the trace of the Hessain :

In local coordinates near p > we have Af (p)= Zg”HeSS(f)(&i,@j)
ij

Thus > if {Xi}is an orthonormal basis for T,M then Af(p):ZHess(f)(Xi,Xi)

Since df =(0, f)dx" and V(dx*) =—l“:}dxi ®dx’ s it follows that
v(df)=(6,0;f - (0, f )l“:})dxi Q®dx’ - Itis direct from the definition that

Hess(f); = Hess()(6,,0,)=0,0,f — (6, )T}
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